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ABSTRACT 
 

The main purpose of this work is to improvement the estimation method for producing Bayesian Neural Network (BNN) with 

improvement objective functions. The objective functions modeled by weight functions that have been optimized by Genetic 

Algorithm (GA). Given power flow estimation in network security, power system operation and Forecasts. Furthermore, reduce 

the power flow forecasting error is always desired. Now this method is the smart to estimate, because the nonlinear functions 

can be higher than other methods. In this paper, the Bayesian and Perceptron Neural Networks (B&PNNs) based on GA is used 

to assess the improvement in power flow estimates. Genetic Algorithm (GA) is used to select the appropriate parameters and 

more input these neural networks at the same time. This method has been tested in IEEE 30, 118 and 300 bus test systems. The 

mean absolute error of the estimated 0.57 percent and a response time less than 0.01 seconds of its features in each IEEE bus test 

system. By comparing the results, we can conclude that Bayesian Neural Network (BNN) approach compromise is calculated 

between accuracy and speed of response. Simulations are performed on IEEE 30, 118 and 300-bus test systems using Matlab 

software environment. 
Keywords: estimation; power flow; Bayesian Neural Network (BNN); bootstrap; Genetic Algorithm (GA) 

 

 

1.  INTRODUCTION 
 

 Electrical energy on a large scale could not be saved, 

and distribution of electrical power supply based on, demand 

for electrical energy, action planning, and the optimal 

investment exploitation should be adjusted. Thus, power 

system load forecasting error rate in planning into the future is 

important and should be reduced as much as possible. 

Scheduling and operational planning are often performed in 

large systems based on the point forecasts of the system’s 

future (unseen targets). As the reliability of these point 

forecasts is low and there is no indication of their accuracy. 

They do not require the a-priori model to be assumed or a-

priori assumptions to be made about the properties of data [2]. 

They have been widely employed for modeling, prediction, 

classification, estimation, and control purposes [3-5]. Paliwal 

et al [6].  

 

 The main prediction methods of power flow are 

regression analysis and time series. Generally, the 

relationships are complex and nonlinear between load, 

especially power flow and its influencing factors.  This causes 

the classical methods such as time series and regression 

analysis can be modeled as well as the dependency. In 

addition, most of the refined methods, based on mathematical 

models and parameters that include several steps such as 

modeling, identification and estimation of model parameters 

and confirmation of their authenticity. So, in spite of the long 

history of use and ease of use, accuracy, and do not have 

much. In the way of prediction error values are generally 

higher than the needed. It recently tried the above problems by 

applying intelligent resolved [1]. Neural networks, including 

smart methods is due to the ability to learn, complex 

relationship between input and output vector as well as the 

model. 

              

 

         

 

            

               In this paper, a method trained to predict based on 

Bayesian neural network, and estimate flow provided 
excellent results, that have been stated in practice. In contrast 

to the usual training methods, Bayesian learning in neural 

networks cannot be used as a weight category, but a function 

as the weight distribution is considered. For all their output is 

calculated and used to calculate the final output of the impact 

of all weights are considered. This reduces is excessive the 

probability of compliance. In this paper, Bayesian Neural 

Network (BNN) and bootstrap method are used to improve the 

assessment of the estimated power flow through the power 

system based on Genetic Algorithm (GA). The aim is to 

reduce the problems of modeling and analysis of fast and yet 

precise estimates of power flow, also compare the 

performance of different methods of evaluation to improve the 

power flow estimation in power systems for terms of speed 

and accuracy.  

 

                This paper is structured as follows. In Section II, we 

are discussed Bayesian Neural Network (BNN) training using 

the equations of this type of education .Section III describes   

BNN design and improves power flow estimates. In addition, 

the GA is used to select the most effective simultaneous inputs 

and parameters of the BNN. Simulation results are discussed 

in Section IV for IEEE 30-bus case studies, and the bootstrap 

method are applied with estimate power flow. In Section V 

and VI, the bootstrap methods with estimate power flow are 

applied to the modified IEEE 118-bus, 300-bus test systems, 

also the results are presented, and simulations performed in 

these systems. Furthermore, in Section IV, V and VI, 

Perceptron Neural Network (PNN) compared with Bayesian 

Neural Network (BNN) in error result. Section VII concludes 

the paper with a summary of results. 
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2. BAYESIAN NEURAL NETWORK 

TRAINING 
 
 The usual method of propagation is used for training 

Multi-Layer Perceptron (MLP) neural network. It is possible 

to statistically estimate the Maximum Likelihood (ML) 

interpreted [6-16].In this method for a set of training data; the 

values to the weights of the neural network can be found, so 

that the cost function (purpose) is reached. Then the parameter 

of the neural network is used to test mode. The neural network 

is obtained while the Bayesian method’s exit test mode on all 

the possible values in the parameters. In fact, for each 

category, selected by an output. Bayesian learning process of 

neural network is presented below. What follows, is trained in 

batch mode. It is assumed that “n” data is available for 

training [7-17]: 

(P1, T1), (P2, T2)… (Pn, Tn) 

 

               The entrance test is also available as “Pn+1.” The goal 

is to predict the output “ŷ=yn+1” (T and P are the mean vector). 

A neural network is determined by the weight vector “W” in 

general mapping from the input space. That is ŷ=f (p, w) to an 

output space. Considering the Gaussian noise, the conditional 

probability distribution function of the output and input vector 

with respect to the mapping “f” as follows. 

For isolation “p” input with probability “p”, instead of “p” 

input, “x” is placed. 

(y|x, w) =
1

(2𝜋𝛼2)𝐷/2  exp(−
|𝑦−𝑓 (𝑥,𝑤)|2

2𝛼2 )                                 

(1) 

Where ”D“ is a dimension output vector, “α2” is the output 

noise variance (it is assumed that all the output is the same 

amount of variance). The type of operation being performed 

ML for the usual method of training. This means that the 

algorithm based on the error gradient is used as a weight 

vector and “w” is found that the degree of compliance with the 

maximum data. This is done by maximizing the following 

likelihood function. 

(𝑤) = ∑ 𝑙𝑜𝑔𝑃(𝑦𝑖|𝑥𝑖 , 𝑤)𝑛
𝑖=1 = − ∑

|𝑦𝑖−𝑓(𝑥𝑖,𝑤)|2

2𝛼2
𝑛
𝑖=1 + 𝐶        (2) 

Where “C” is a constant that does not depend on “W.” 

Maximize the likelihood function, is the same with the 

minimum square error. After finding the “w,” output “y” the 

entrance test may be obtained as follows: 

ŷ = 𝑓(𝑥𝑛+1, ŵ)                                                                       

(3) 

The Bayesian method is not used as a bunch of weight “w”. It 

is considered a distribution function of “w.” For all their 

output is calculated and used to compute the final output; all 

the weights are considered. So if a bunch of weight, such as 

“wi”slightly better than the rest with the batch weight of the 

data coincides, then the batch weight “wi” is only slightly 

higher than those in the output of influence, while the ML just 

considered to be “wi”. This process reduces the probability 

and excessive of compliance. If the training data set “D” show 

the distribution function of the output test mode as follows: 

(𝑦𝑛+1|𝑥𝑛+1, 𝐷) =

                              ∫ 𝑃(𝑦𝑛+1|𝑥𝑛+1, 𝐷, 𝑊)
𝑅𝑁 𝑃(𝑊|𝐷, 𝑥𝑛+1)𝑑𝑤 (4) 

“w”, “xn+1”are independent of each other so: 

𝑃(𝑊|𝐷, 𝑥𝑛+1) = 𝑃(𝑊|𝐷) 
(𝑦𝑛+1|𝑥𝑛+1, 𝐷) =

                             ∫ 𝑃(𝑦𝑛+1|𝑥𝑛+1, 𝐷, 𝑊)
𝑅𝑁 𝑃(𝑊|𝐷, 𝑥𝑛+1)𝑑𝑤  (5) 

“N” is the dimensional vector “w” (all weights of the neural 

network). The distribution function at the output is P (yn+1|xn+1, 

D); the function “ yn+1” will be based. If the output is taken as 

the average of the last function, “equation (6)” is obtained: 

= 𝐸(𝑃(𝑦𝑛+1|𝑥𝑛+1, 𝐷)) = ∫ 𝑓(𝑥𝑛+1, 𝑤)
𝑅𝑁 𝑃(𝑊|𝐷)𝑑𝑤         (6) 

 According to “equation (1),” p (y| x, w) is Gaussian function 

with mean f(x, w). For the calculation of “ŷ”, to P (w |D) 

(posterior distribution function) is calculated. 

𝑃(𝑊|𝐷) =
𝑃(𝑊)𝑃(𝐷|𝑊)

𝑃(𝐷)
                                                              

(7) 

P (W) is called prior distribution function, used as the 

advantages of Bayesian learning, because the use of this 

function for the values to the weights. After presentation of 

data “D,” the prior function updates and the posterior function 

are acquired. Assuming the independence from the training 

data, we can write: 

 
(𝐷|𝑊) = 𝑃(𝑦1, … 𝑦𝑛|𝑥1, … 𝑥𝑛 , 𝑤) = 𝑝(𝑦 |𝑥, 𝑤)                    

                   

⇒ 𝑃(𝑊|𝐷) =
𝑃(𝑊) ∏ 𝑃(𝑦𝑖|𝑥𝑖,𝑤)𝑛

𝑖=1

𝑃(𝑦|𝑥)
                                            (8) 

Prior to the Gaussian distribution function “W” with zero 

mean and variance of “𝜔 2.” According to “equation )9),” all 

terms of the integral “equation (5)” are known. However, it is 

difficult to solve this integral. 

𝑃(𝑊) =
1

(2𝜋𝜔2)
𝑁
2

exp (−
|𝑊|2

2𝜔2 )                                                (9) 

It is assumed that the target is calculated by the following 

expression: 

ĝ = ∫ 𝑔(𝑞)𝑝(𝑞)𝑑𝑞
𝑅𝑁                                                               

(10) 

Metropolis algorithm, produces a sequence of vectors  

q0, q1,... . This sequence is a Markov chain with stationary 

distribution can be obtained p (q). In this case, “ĝ” 

approximation is: 

ĝ ≈
1

𝑀
∑ 𝑔(𝑞𝑡)𝐼+𝑀−1

𝑡=𝐼                                                              (11) 

“I”, the number of sequence elements that are released early. 

“M” is the number of samples taken and finally, on the “M” 

values are averaged. Markov chain synthesis is performed 

according to the energy function. 

𝐸(𝑞) = −𝑙𝑜𝑔𝑝(𝑞) − 𝑙𝑜𝑔𝑍𝐸                                                (12) 

Or 

𝑝(𝑞) = −𝑍𝐸
−1exp(−E(q))                                                   (13) 

“ZE“is a constant chosen such that E (q) is simple. Algorithm 

starts by randomly selecting “q0” and after each step “t,” a 

candidate for the next state “qt+1,” p (qt+1|qt) distributed 

randomly removed. If the new state energy is lower than the 

previous case, this case to the candidate state, will be 

accepted, and if the energy is increased, the probability of 

“exp (-∆E)” will be accepted. 

∆𝐸 = 𝐸(�̃�𝑡+1) − 𝐸(𝑞𝑡)                                                        (14) 

 

𝑞𝑡+1 = {
�̃�𝑡+1   𝑖𝑓 𝑢 < exp (−∆𝐸)
𝑞𝑡                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                       (15) 
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“u” is a random number uniformly distributed between zero 

and one. Now, using the Metropolis algorithm, the integral is 

calculated. For this purpose, it is enough to change “q” and 

“w” together. P (q) to P (w |D) and the conversion of this 

distribution, a sequence of “w0, w1… wM” can be built. g (q) 

and f (xn+1, wt) are the same. Thus: 

ŷ =
1

𝑀
∑ 𝑓(𝑥𝑛+1, 𝑤𝑡)𝐼+𝑀−1

𝑡=𝐼                                                    (16) 

The output of the neural network according to the “M” value 

of “W” is calculated and finally; a decision was made on it. 

“Wt” chosen from the following energy function is performed. 

𝐸(𝑊) = − log(𝑃(𝑊|𝐷)) − 𝑙𝑜𝑔𝑍𝐸                                     (17) 

Using “equations (7) and (8)” and select the appropriate value 

of “ZE” of “equation (18)” is obtained. 

 

𝐸(𝑊) =
|𝑊|2

2𝜔2 + ∑
|𝑦𝑖−𝑓(𝑥𝑖,𝑊)|2

2𝛼2
𝑛
𝑖=1                                          (18) 

 

Due to the lack of detailed knowledge about the distribution 

function of p (w), the function is considered to be wide. 

However, the noise variance due to the change in “yi” of               

f (xi, w), is considered to be low. 

Function of p (w), which is initially wide with the information 

collected becomes “D.” According to “equation (18),” it is 

observed that the energy function is L (w) and similar to 

“equation (2).” Here there is only one additional term. This 

means there is additional property compensation 

and prevents excessive compliance. 

To improve the speed of the previous algorithm, the gradient 

information about the network propagation is used to find the 

next candidate. 

Therefore, in Hybrid Monte Carlo (HMC) algorithm, 

Hamiltonian function definition is as follows: 

𝐻(𝑞, 𝑝) = 𝐸(𝑞) +
1

2
|𝑃|2                                                     (19) 

Where “P” is the momentum vector. 

The interpretation of the concepts of energy, E (q) can be 

considered potential energy and kinetic energy of 
1

2
|𝑃|2. In 

this algorithm, the Markov chain in the form of (q0, p0), (q1, 

p1)…. The distribution will be made to prove the following: 

 

   (𝑞, 𝑝) = 𝑍𝐻
−1 exp(−𝐻(𝑞, 𝑝)) 

             = 𝑍𝐻
−1 exp (−𝐸(𝑞)). (2𝜋)

−𝑁

2 exp (−
|𝑝|2

2
)

                                 
 

             = 𝑝(𝑞). 𝑝(𝑝)                                                           (20) 

 

(𝑞𝑡+1, 𝑝𝑡+1) according to the following, equation is obtained 

from the candidate state: 

 

{

𝑑𝑞

𝑑𝜏
=

𝜕𝐻

𝜕𝑝
= P               

𝑑𝑝

𝑑𝜏
=

−𝜕𝐻

𝜕𝑞
= −∇E(q)

                                                          (21) 

 

(𝑞𝑡+1, 𝑝𝑡+1) = {
(�̃�𝑡+1, 𝑝𝑡+1)  𝑖𝑓 𝑢 < exp (−∆𝐻)

(𝑞𝑡 , 𝑝𝑡)                         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
               (22) 

 

According to the gradient vector, candidates are always 

accepted. However, due to the numerical solution may be 

acceptable in some cases. The discrimination of the      

“equations (21) and (22)” with a sampling time “ε” 

, the following equation with Leapfrog Method can be 

obtained: 

 

𝑝 (𝜏 +
𝜀

2
) = 𝑝(𝜏) −

𝜀

2
∇𝐸(𝑞(𝜏))                                          (23) 

𝑞(𝜏 + 𝜀) = 𝑞(𝜏) + 𝜀. 𝑝(𝜏 +
𝜀

2
)                                            (24) 

𝑝(𝜏 + 𝜀) = 𝑝 (𝜏 +
𝜀

2
) −

𝜀

2
∇𝐸(𝑞(𝜏 + 𝜀))                             (25) 

 

“Equations (23) to (25)” and “L” are repeated to produce a 

candidate. Select “L” and “ε” in this range, the effect on the 

speed of convergence and will not affect the outcome. After 

finding the “M+I” position of Markov sequences can be the 

integral “equation (11)” or “equation (16)” into account. 

 

3. BAYESIAN NEURAL NETWORK DESIGN 

AND IMPROVE POWER FLOW 

ESTIMATES 

 
               In this paper, a modular Multi-Layer Perceptron 

(MLP) is used with the back propagation learning algorithms. 

Each module has the characteristics and parameters of the 

neural network. Each module is a network with an input layer, 

an intermediate layer and an output layer. The number of 

modules of the system power is same in the number of 

structures; each module has the responsibility to learn about a 

structure. Each module has one neuron in the output layer and 

the number of neurons in the input layer is equal to the 

number of entries is selected. Linear input cells, cells of the 

intermediate layer and the output activation function of 

sigmoid function are asymmetric with the following activities: 

𝑓(𝜃) =
1

1+𝑒−𝜃                                                                       (26) 

Sum of Squared Errors (SSE) can be considered as a cost 

function. 

𝑆𝑆𝐸 = ∑ (𝑑𝑞 − 𝑧𝑞)2 ,   𝑞 = 1, … , 𝑄𝑞                                    (27) 

Where “Q” is the total number of patterns, “zq” and “dq” 

represent the actual output, and the desired output pattern is 

“q.” Input and output data are normalized in the range of zero 

and one. The following “equation (28)” weights are used to 

correct. 

 

 𝑤𝑖𝑗(𝑛 + 1) = 𝑤𝑖𝑗(𝑛) − 𝜂
𝜕𝐸

𝜕𝑤𝑖𝑗
+ 𝛼(𝑤𝑖𝑗(𝑛) − 𝑤𝑖𝑗(𝑛 − 1))(28) 

Rate of learning in which “η”, “α” momentum coefficient, “n” 

number of repetitions and weights are “wij” amounts. Learn to 

prevent or slow down when the output cell values are close to 

zero or one. In “equation (28),” a value of “0.1” is added 

to
𝜕𝐸

𝜕𝑤𝑖𝑗
. The action as sigmoid prime offset added to�́�(𝜃). 

Neural networks and Genetic Algorithm (GA) are used to 

select the input parameters, the number of neurons in the 

middle layer (L2), learning rate (η) and the momentum factor 

(α). Depending on the type of input parameters of the neural 

network and improve the accuracy of estimating power flow 

impact assessment and select the one according to the choice 

has an impact of the response, the selection is done 

simultaneously. Therefore, each chromosome has four parts, 

“η”, “α”, “L2” and the input mask. Binary coding is used to 

produce chromosome and “Fig. 1,” shows the layout of the 

chromosome. 
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Fig. 1. Chromosome Binary. 

 

In “Fig. 1,” 𝑔𝜂
1 ∼ 𝑔𝜂

𝑛𝜂
, 𝑔𝛼

1 ∼ 𝑔𝛼
𝑛𝛼 , 𝑔𝐿2

1 ∼ 𝑔𝐿2

𝑛𝐿2 respectively, 

represent the values of the “η”, “α” and  “L2” parameters. 

𝑔𝑓
1 ∼ 𝑔

𝑓

𝑛𝑓
shows the input mask. “𝑛𝜂”, “𝑛𝛼”, “𝑛𝐿2

” and “𝑛𝑓” 

respectively, the number of bits, consist of“η”, “α”, “L2” and 

input masks. The value of “𝑛𝑓” is equal to the total number of 

entries. Based on the precision required for computing the 

values of “𝑛𝜂” and “𝑛𝛼”. 

“𝑛𝐿2
” value will be determined based on engineering 

experience. In “Fig.2,” provider string parameters genotype 

“η” and “α” to “equation (29)” are transformed phenotype.  

 

𝑝 = 𝑚𝑖𝑛𝑝 +
𝑚𝑎𝑥𝑝−𝑚𝑖𝑛𝑝

2𝑙−1
× 𝑑, (𝑝 = 𝜂 𝑜𝑟 𝛼)                         (29) 

 

Where “p” is a binary string phenotype. Min “p” and max “p”, 

respectively, minimum and maximum values for the 

parameters, “d” decimal value of the binary string and “l” is 

the length of the binary string. Phenotype accurately calculates 

these parameters. The length of this parameter is dependent on 

the genotype of the provider. It should be noted that the 

minimum and maximum values of these parameters are 

determined by the user. In addition, the phenotype of the 

decimal value to the parameter “L2” is the binary string. In 

describing the input mask bits in a value of “1” represents the 

input selection and bit by bit “0” represents the corresponding 

input is not selected. 

               Multi-Layer Perceptron (MLP) neural network cost 

function and the number of entries selected as the standard 

Genetic Algorithms (GAs), that have been used for the design 

as a cost function. So chromosomal error SSE less and less 

than input selected, will be much less expensive to produce. 

“Equation (13)”is defined as a function of GA in which the 

two criteria above, combined with fixed weights and have 

become a standard. 

 

𝐶𝑓 = (𝑤𝐸 × 𝑡ℎ𝑒 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑆𝑆𝐸 𝑜𝑓 𝑀𝐿𝑃) +

          (𝑤𝐹  𝑁𝑜. 𝑜𝑓 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)                                (30) 

 

In “equation (13),” “wE” is the weight of the standard error of 

SSE neural network. “WF” weight is related with the number 

of inputs, and “Cf” is the cost function neural network. The 

weight values are selected according to user needs. 

Initial population size is 1000 and subsequent chromosome to 

chromosome is 50, and they are considered. If the changes to 

the cost function are not consecutive 20 generation and 

otherwise, if the number of generations equal to 100, the 

algorithm terminates. The combination of the four-point 

mutation probability is 0.4. This section is intended for 

simulation. Parent’s roulette wheel selection method to be 

used. 

The Bayesian neural network system is applied for mapping 

between working conditions and the estimated power flow. In 

addition, the genetic algorithm is used to select the most 

effective simultaneous inputs and parameters of the Bayesian 

neural network. At first, some of the most extreme 

circumstances are responsible for the power system based on 

the estimated number of power flow selected and responsible 

learning module’s separate data for each of these structures. 

Flowchart timely evaluation system for the power flow 

estimate by modules shown in “Fig. 2.” 

 

 
Fig. 2. Flowchart timely assessment estimates power flow through the power 
system. 

 

               Bootstrap method assumes that an ensemble of 

Neural Network (NN) models will produce a less biased 

estimate of the true regression of the targets [18]. This method 

is traditionally called the bootstrap pairs. There exists another 

bootstrap method, called bootstrap residuals, which resample 

the prediction residuals. Further information about this method 

can be found in [19]. As generalization errors of Bayesian 

Neural Network (BNN) models are made on different subsets 

the parameter space. The collective decision produced by the 

ensemble of BNNs is likely to be in error less than the 

decision made by any of the individual NN models. 

The bootstrap methods with estimate power flow are applied 

to the modified IEEE 30-bus, 118-bus and 300-bus test 

systems. The results of simulations are presented and 

performed in these systems. Furthermore, Perceptron Neural 

Network (PNN) compares with Bayesian Neural Network 

(BNN) in error result. 

 

4. IEEE 30-BUS TEST SYSTEM 
 

               BNN is used to estimation power flow and improves 

power system operation indices in an IEEE 30-bus test system 

[20]. Select the appropriate variables as inputs to estimate the 

weight functions, the ability to predict model is of utmost 

importance. To assess the validity of the weight functions and 

the index correlation coefficient (R), root mean square errors 

(RMSEs) were performed according to “equations (31) and 

(32).” Best value for these two criteria, respectively, one and 

zero. 

𝑅 =
∑ (x𝑖−x̅) (yi−�̅�)𝑛

𝑖=1

√∑ (x𝑖−x̅)2 𝑛
𝑖=1 ∑  (yi−�̅�)2𝑛

𝑖=1

                                                 (31) 
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 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑  (x𝑖 − yi)

2𝑛
𝑖=1                                              (32) 

In the above equations, observation and calculation values of 

“xi” and “yi”, respectively, “n” is the number of data, ”x̅” and 

“y̅” are respectively the observed and calculated values. 

According to Table I, correlation coefficients and root mean  

 
Table I. R and RMSE compared in PNN & BNN for IEEE 30-bus test system. 

 

square errors between the output functions generated in IEEE 

30-bus test system and Underlined numbers in each column 

represents the best model weight function for each output. 

Furthermore, Table I, shows the results predicted by the 

Bayesian Neural Network (BNN) and Perceptron Neural 

Network (PNN). The estimated parameters of the IEEE 30-bus 

test system, compared with R and RMSE in PNN and BNN. 

Note that the variables entered in stepwise to models correctly, 

predicted increase (decrease RMSE), also active and reactive 

powers are the injection type. The comparison of the two 

classifiers/algorithms (PNN & BNN) shows that BNN 

achieved better accuracy than PNN. This network enables the 

BNN to attain the state representations by remembering the 

neural network weights. IEEE 30-bus test system is the best 

for BNN to estimate the parameters of the bus voltage and 

reactive power injection.  

               Bayesian Neural Network (BNN) is trained, using 

the training data. The test is used to evaluate it. The curves of 

training state plotted with the actual data’s and predicted, by 

comparing the correlation coefficient (R) and checked for the 

network carefully. The high accuracy trained to predict the 

optimal values for the test to show of the neural network.  

“Fig. 3,” shows the training state curves for IEEE 30-bus test 

system with gradient, mu, num and sum squared parameters in 

three epochs. 

 
Fig. 3. The training state curves for IEEE 30-bus test system in three epochs, 
using Bayesian Neural Network (BNN).   

 
The Bayesian neural network was trained with estimated 

parameter’s data, and convergence is achieved in three epochs. 

In this case, the network was trained for estimated parameters, 

estimation at the same time. The training, cross validation and 

testing mean squared training error curves is shown in “Fig. 

4.” Best validation performance is 0.12055. 

 

 

 
Fig. 4. The training, testing and validation error curves for IEEE 30-bus test 
system using Bayesian Neural Network (BNN).   
 

 

5. IEEE 118-BUS TEST SYSTEM 
 

 

        An IEEE 118-bus test system [20] is used to 

estimation power flow and improves power system operation 

indices using Bayesian Neural Network (BNN). According to 

“equations (31) and (32)” best value for R and RMSE to 

assess the validity of the weight functions was performed. 

               Table II, shows correlation coefficients (R) and root 

mean square errors (RMSEs) between the output functions, 

that generated in IEEE 118-bus test system and Underlined 

numbers in each column represents the best model weight 

function for each output. R and RMSE data related to 

Perceptron Neural Network (PNN) and BNN in IEEE 118-bus 

test system to IEEE 30-bus test system is more accurate. These 

neural network weights are trained through estimated 

parameters in a way to decrease the false positive, false-

negative values and increase the overall accuracy. 

               The estimated parameters of the IEEE 111-bus test 

system, compared with R and RMSE in PNN and BNN. The 

variables entered in stepwise to models correctly, predicted 

increase (decrease RMSE), active and reactive powers are the 

injection type. IEEE 118-bus test system is the best for 

Bayesian Neural Network (BNN) to estimate the parameters 

of the active and reactive power injection. According to BNN 

based on estimation procedure, IEEE 118-bus test system has 

 

Estimated Parameters 
Perceptron neural network Bayesian neural network 

Train Test Train 
Test 

R RMSE R RMSE R RMSE R RMSE 

Bus Voltage 0.68 0.4 0.57 0.7 0.70 0.03 0.65 0.04 

P(Active Power) 0.89 0.03 0.78 0.05 0.76 0.05 0.74 0.06 

Q(Reactive Power) 0.76 0.01 0.75 0.04 0.77 0.03 0.75 0.03 

σ (Load Angle) 0.91 0.02 0.87 0.03 0.80 0.04 0.79 0.04 
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been training state curves in a better status than the IEEE 30-

bus test system.  

 

 
               The overall accuracy of the Bayesian Neural 

Network (BNN) trained to predict the optimal values for the 

test. “Fig. 5,” shows the training state curves for IEEE 118-

bus test system with gradient, mu, num and sum squared 

parameters in 32 epochs. 
Fig. 5. The training state curves for IEEE 118-bus test system in 32 epochs, 

using Bayesian Neural Network (BNN).  
 

               The BNN was also trained with estimated 

parameter’s data, and convergence is achieved in 32 epochs. 

In IEEE 118-bus test system, the network was trained for 

estimated parameters, estimation at the same time. The 

training, cross validation and testing mean squared training 

error curves shown in “Fig. 6.” Best validation performance is 

0.00051055 at 32 epochs using Bayesian Neural Network 

(BNN). 

Fig. 6. The training, testing and validation error curves for IEEE 118-bus test 

system using Bayesian Neural Network (BNN).   

 
 

 
6. IEEE 300-BUS TEST SYSTEM 

 

 

               Estimation power flow is used to improve power 

system operation indices in an IEEE 300-bus test system [20] 

using Bayesian Neural Network (BNN). The Perceptron 

Neural Network (PNN) and BNN are used for intelligent 

processing of estimated parameters. The ability to predict 

model is of utmost importance because, the appropriate 

variables select as inputs to estimate the weight functions. The 

result obtained through BNN and PNN are compared with 

correlation coefficient (R) and root mean square errors 

(RMSEs). 

               According to Table III, the output functions 

generated in IEEE 300-bus test system between correlation 

coefficients and root mean square errors. It underlined 

numbers in each column represents the best model weight 

function for each output. The results predicted by the Bayesian 

Neural Network (BNN) and PNN. The comparison of the 

PNN and BNN shows that first neural network (BNN) 

achieved better accuracy than second neural network (PNN). 

In this case, network enables the BNN to attain the state 

representations by remembering the BNN weights. IEEE 300-

bus test system is the best for Bayesian Neural Network 

(BNN) to estimate the parameters of the bus voltage and 

reactive power injection. 

               BNN hidden layer consists of a complex of columns 

is compiled in the input units and units of the class. Per unit of 

input, which represents a complex combination unit. Between 

these complex units and units of weight classes, a layer of 

ordinary Bayesian Neural Network (BNN) is similar to the 

single-layer network to be trained in teaching methods. This is 

a complex problem with the column number of units’ 

increases exponentially with their order. Therefore, it is not 

necessary that the units to which combinations of values that 

do not occur in the training set and hold, because the 

categories are not final. This can result in a lower number of 

units. “Fig. 7,” shows the training state curves for IEEE 300-

bus test system with gradient, mu, num and sum squared 

parameters in 100 epochs. 
               Training with estimated parameter’s data and 

convergence is achieved with BNN in 100 epochs. The 

Table II. R and RMSE compared in PNN & BNN for IEEE 118-bus test system. 

 

Estimated Parameters 
Perceptron neural network Bayesian neural network 

Train Test Train 
Test 

R RMSE R RMSE R RMSE R RMSE 

Bus Voltage 0.59 0.3 0.56 0.6 0.56 0.06 0.54 0.06 

P(Active Power) 
0.76 0.04 0.72 0.06 0.95 0.01 0.94 0.01 

Q(Reactive Power) 0.66 0.02 0.63 0.05 0.48 0.03 0.30 0.03 

σ (Load Angle) 0.84 0.03 0.82 0.03 0.55 0.14 0.52 0.20 
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network was trained for estimated parameters at the same time 

in IEEE 300-bus test system. The training, cross validation 

and testing mean squared training error curves for IEEE 300-

bus test system shown in “Fig. 8.” Best validation 

performance is 4.2082e-010 at 100 epochs using Bayesian 

Neural Network (BNN). 

 

 

 

 
Fig. 7. The training state curves for IEEE 300-bus test system in 100 epochs, 
using Bayesian Neural Network (BNN).   
 

Fig. 8. The training, testing and validation error curves for IEEE 300-bus test 

system using Bayesian Neural Network (BNN).   
 

7. Conclusion 
 
               Power flow estimation and control through the 

network are an essential operational requirement. In this 

paper, a new method based on Bayesian Neural Network 

(BNN) training in order to increase the accuracy. The 

predicted distribution of power flow testing that was offered 

on IEEE 30, 118 and 300-bus test systems.  

 

 

 

 

 

               The results of this study improved and indicate, that 

this method can predict the extent of power flow used to 

compare with other methods. RMSE error amounts of training 

and test data for Perceptron and Bayesian Neural Networks 

(P&BNNs) decrease with increasing buses of test systems 

also, R error increases with this state. This decrease and 

increase are clearly visible on IEEE 300-bus test system. At 

IEEE 30 and 300-bus test systems, the best estimate for 

Table III. R and RMSE compared in PNN & BNN for IEEE 300-bus test system. 
 
 

Estimated Parameters 
Perceptron neural network Bayesian neural network 

Train Test Train 
Test 

R RMSE R RMSE R RMSE R RMSE 

Bus Voltage 0.96 0.06 0.93 0.005 0.97 0.007 0.88 0.004 

P(Active Power) 0.98 0.01 0.93 0.008 0.98 0.015 0.95 0.008 

Q(Reactive Power) 0.56 0.03 0.52 0.02 0.40 0.02 0.38 0.02 

σ (Load Angle) 0.86 0.20 0.71 0.08 0.82 0.19 0.69 0.09 
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Bayesian Neural Network (BNN) consists of bus voltage and 

reactive power injection. The best estimate for the active and 

reactive power injection is provided on IEEE 118-bus test 

system that the estimated parameters are both included. 

Convergence between the training and test data with more 

input selection in Bayesian and Perceptron Neural Networks 

(B&PNNs) appropriate parameters is used from Genetic 

Algorithm (GA). BNN advantages of speed, accuracy and 

generalization of certified. The results of the calculations for 

the best performance of the neural network to estimate the 

power flows in IEEE test systems. 
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