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ABSTRACT 

Clustering of high-dimensional document datasets is one of the paramount challenges in text mining. Traditional cluster 

algorithms have undergone many conceptual and algorithmic changes recently, as well as several concepts such as ambiguous 

theory, ballet intelligence, genetic algorithm and oncology to enhance performance. In this paper, propose an automated efficient 

document clustering method using a hybrid fitness-distance balance (FDB) based coyote optimization and capuchin search-

based neural network classifier (AEDC). The proposed method process consists of three tires. First, introduce a modified ant 

lion optimization (MALO) algorithm for data pre-processing which removes the unwanted artifacts and redundant content from 

the documents. Collect ‘n’ number of features from the pre-processed documents but all features are not required for the 

clustering. Second, illustrate the FDB-based coyote optimization (FDB-CO) algorithm for optimal feature selection which 

computes the best and optimal features among multiple features in the document. Then, offer a capuchin search-based neural 

network (CSNN) for optimal document clustering which improves the performance of clustering. Finally, the proposed method 

evaluates using two datasets, namely the Reuter database, 20 Newsgroups database and own dataset. The performance of the 

proposed AEDC method can compare with existing methods in terms of accuracy, precession, recall, F-measure and Rand 

index. 
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1.  INTRODUCTION 
 

Document clustering is the use of cluster analysis in 

text documents for automated document systems, title 

recovery, faster data recovery or filtering. Document 

taxonomy is one of the most important processes of web 

classification and text extraction, and clustering is an intuitive 

technology for automated document taxonomy. Using blurred 

members to measure the size of objects compared to clusters 

creates a natural way for blurred cluster files to shoot at each 

other between clusters. Various representative models have 

been developed for documents, including synthetic models, 

semantic models with external dynamics such as Word and 

Wikipedia, and models with additional information such as 

editor and journal scientific article, to effectively maintain 

adequate information of the original data. Document 

abstraction techniques have received a lot of attention as a 

guide to documents and an effective way of compiling. To 

find out the forms and key features, a cluster study of medical 

documentation was conducted to compile the medical 

documentation into one major cluster. The cluster group data 

overseen by the clustering algorithm contains 17 clinical 

references, showing that different medical domains use 

different semantic and semantic forms. The linguistic features 

of medical notes from different organizations were compared 

and medical specialty was found throughout the company 

using clustering technology of documents. Cluster 

cryptographic notation was used for medical references, and 

latent semantic indexing is an excellent way to measure the 

similarity of clinical references. Nine semantic similarities of 

ontology-based terms were evaluated to summarize medical 

documents. The evaluation results of combining the names of 

symptoms/drugs with cluster medical documentation. 

The vector space model (VSM) is the primary way to 

present a document in a wide range of applications, where 

each file is a vector and each attribute is a unique term that 

appears in the document. A moderately sized document 

database is converted to thousands of dimension feature 

locations, where the distance between any two vectors is very 

similar. This makes high levels of clustering an issue that 

cannot be properly addressed by cluster approaches. Attempts 

have been made in the literature to improve clustering 

approaches, especially documentation based on document-

based remote measurements or similar measures, and new 

cluster models in line with high-volume document data. 

Spherical clustering, co-clustering, and negative non-matrix 

factorization are multiple representatives. Although these 

specially designed clustering approaches work well in 

document classification, many believe that the target database 

can be fully loaded into memory, which significantly limits 

the practical use of large-scale document processing. Although 

the main feature of a single pass is the continuous processing 

of the improved cluster, the Divide-Ensemble method is used 

exclusively for objects from different clusters. All three 
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schemes are combined with dim clusters to achieve extended 

dimensions. Existing large-scale ambiguous cluster 

approaches are effective in solving large-scale problems in 

many programs. Data collection is done for many purposes 

and is not required for machine learning. Therefore, it is 

necessary to identify and obtain relevant data for a given 

analytical purpose. Each learning system has specific 

requirements on how to present data for analysis, so the data 

should be modified to meet these requirements. In addition, 

the selection of specific data to be analyzed will significantly 

increase the number of studied models. For these reasons, data 

preparation is an important part of any machine study. Data 

processing is the most time-consuming part of any car training 

program. Incorrect information was given in the documents; 

the use of ambiguous set theory is suggested. Blurred C-

algorithms and obscure hierarchical clustering algorithms 

were used for the document cluster. To eliminate these 

shortcomings, ant-based obscure clustering algorithms and 

clustering algorithms that can handle an unknown number of 

clusters are known as obscure Ks. Based on the model of 

vector space, the comparison between the two documents is 

measured by the vector distance, i.e. the Manhattan distance 

and the Euclidean distance. These methods have no 

environmental significance. Ontology-based ambiguous 

Document Clusters were used for documents with limited 

subgroups of selected terms based on limited ontology. These 

methods control application domains that are difficult to 

generalize without proper domain ontology. For further 

improvement, an automated efficient document clustering 

method is proposed based on hybrid FDB-based coyote 

optimization and capuchin search-based neural network 

classifier.  

The main contributions of the proposed method are 

summarized as follows: 

1. A modified ant lion optimization (MALO) algorithm 

is used for data pre-processing which removes the 

unwanted artifacts and redundant content from the 

documents.  

2. Collect ‘n’ number of features from the pre-processed 

documents but all features are not required for the 

clustering. FDB-based coyote optimization (FDB-

CO) algorithm for optimal feature selection, it 

computes the best and optimal features among 

multiple features in the documents.  

3. Capuchin search-based neural network (CSNN) is 

used for optimal document clustering which 

improves the performance of clustering. 

The rest of the paper is organized as follows: Sect. 2 

describes the recent works related to efficient document 

clustering methods. Sect. 3 provides the problem methodology 

and system model of the proposed AEDC technique. Sect. 4 

gives the working model of the proposed AEDC technique 

with the corresponding mathematical analysis. Then, 

simulation results of proposed and existing techniques are 

discussed in Sect. 5. Finally, the paper concludes in Sect. 6. 

 

2. RELATED WORK 

SHERI et al. [21] have proposed an automatic 

synchronization build function based on a text classifier. 

Creating the main partitions of documents the main partitions 

are created by two different DIMs. A similar building 

measurement system creates a database for identifying clusters 

of identifiable documents and creating a text classifier. Yoon 

et al. [22] have proposed a probabilistic probability network 

map, probability output model and calculation method for 

superior document clustering. Additionally, network-based 

neurons have developed a new way of reflecting the strength 

of document relationships based on document ranking, given 

the importance of downloading files related to external files. 

Given the importance of the document, clusters of continuous 

documents can be focused on and presented as representative 

documents for chores such as data presentation and data 

analysis. Yarlagadda et al. [23] have proposed that input 

documents are pre-processed and extracted based on TFIDF 

and WordNet features. After the completion of extraction, 

knowledge of characteristic features is often built into the 

materials. Finally, the documents are compiled using a 

specific Rn-MSA, which is a combination of the Rider 

Optimization Algorithm (ROA) and the Moth Search 

Algorithm (MSA). Document cluster evaluation based on 

specific Motsup and RN-MSA is evaluated based on accuracy, 

assignment, f-measurement, and accuracy. Bikku et al. [24] 

have proposed that big data applications such as 

bioinformatics and DNA sequencing require the development 

of efficient taxonomies with high performance. Two major 

issues that need to be legally addressed for efficient and robust 

extraction of biomedical data are dimensional component 

space management and high-efficiency accuracy. Curiskis et 

al. [25] have proposed to evaluate different document 

clustering and title modelling techniques for the three sources 

of Twitter and Reddit data. It combined the representation of 

four different characteristics obtained from the Time 

Frequency Inverting Document Frequency (TF-IDF) Metric 

and Speech Tab models by the 4 clustering methods and 

included a hidden trick distribution title model for comparison. 

Different evaluation procedures are used in the literature, so it 

provides a discussion and recommendation of the most 

appropriate external measures for this task. It also shows the 

effectiveness of methods for data sets of different lengths. 

Abasi et al. [26] have proposed a new method for 

modifying the MVO algorithm called the link-based Multi-

verse optimizer algorithm (LBMVO) to improve the 

performance of the original MVO. The enhancement is that 

the MVO algorithm incorporates a neighbourhood operator to 

enhance the search capability through the new probability 

factor neighbourhood selection strategy (NSS). In addition to 

the five static databases used in the data cluster domain, the 

performance of the proposed LBMVO was tested on six static 

databases used in the text cluster domain. Park et al. [27] have 

proposed a conceptually simple but experimental cluster 

framework called advanced document clustering (ADC). It is 

designed to increase synthetic and semantic importance by 

gaining structural features and using cluster modules. In the 

ADC cluster module, semantic similarity can be measured 

using cosine similarity and centroid updating, while centroids 

are determined at the mini-module input. In addition, this 
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makes less use of cross-entropy losses because the training 

program is biased if the model settings are incorrect. 

AlMahmoud et al. [28] have proposed Clustering Arabic 

Documents based on Bond Energy (CADBE), which attempts 

to install and display natural variable clusters on large 

volumes of data. CADBE has three stages in compiling Arabic 

documents: the initial step is to establish a cluster association 

matrix with BE, the second step is to automatically divide the 

cluster matrix into smaller synchronous clusters using a new 

and innovative method, and the final step is to obtain a cluster. 

Huang et al. [29] have proposed a multi-source document 

clustering model, namely, the Hierarchical Dirichlet 

Multinomial Allocation (HDMA) model, to solve all the above 

problems. The HDMA model explores two stages of creating a 

topic, and title sources learn to share their common 

characteristic features with the data source while retaining the 

local characteristics of the title source. Each data source is 

used in a separate title to determine the value of the source 

level title. Kim et al. [30] have proposed improvements on 

spherical k-means to overcome these issues during document 

clustering. Not only does our specific boot system guarantee 

scattered start points, but it's also 1000 times faster than the 

previously known boot modes k-means clustering. 

Additionally, activate the frequency using centrifugal vectors 

using database drives that control its value by cluster. 

Additionally, a supervised cluster labelling system that 

effectively provides important keywords to describe each 

cluster. The research gap summary is given in Table 1.  

Table 1 Summary of research gap 

 

Ref Algorithm Methodology Parameters 

21  k-means 

algorithm 

DIM method  F-Measure, 

precision 

22  k-means 

algorithm 

Feature 

selection 
Accuracy, 
recall 

23 Rn-MSA 
algorithm 

pruning 

techniques 

precision, 

recall,  

24 Machine 

learning 

algorithm 

Feature 

selection 

Sensitivity 

25 clustering 

algorithms 

online social 

networks 

accuracy 

26 MVO 

algorithm 

TDC methods Recall 

27 k -means 

algorithm 

 ADC methods F-Measure, 

accuracy 

28 Bond Energy 

Algorithm 

machine 

learning 

methods 

Accuracy 

29 Gibbs 

sampling 

algorithm 

HDMA model, precision 

30  k-means 

algorithm 

 cluster labelling 

method 

F-Measure 

 

   

3. PROBLEM METHODOLOGY AND 

SYSTEM ARCHITECTURE 

 
MapReduce is proposed to change the K-Means 

cluster algorithm based on the graph reductions for the 

document data set. The uniqueness of the study lies in the fact 

that the algorithm is studied in detail using several 

experiments. Although each experiment uses the same specific 

algorithm, the tests are designed based on cluster size, data 

flow volume, and associated operation time. The performance 

time obtained in a particular K-fish is comparable to the 

regular performance of a K-fish. The results show that this 

algorithm is more efficient than traditional Q-tools for 

clustering datasets of all sizes. Experiments have shown that 

graphical redundancy clustering works most efficiently as data 

set size and Hadoop cluster size increase. Distributed 

Document Clustering Algorithms Clustering is based on the 

availability of distributed resources [31].  

 

High-dimensional document data collection is a 

major challenge in extracting clustering texts. Traditional 

cluster algorithms have undergone many conceptual and 

algorithmic changes in recent years, including ambiguous 

theory, coronary intelligence, genetic algorithms, oncology, 

word networking, word separation, and multiple algorithmic 

performance achievements. The algorithm, along with the 

latest developments in conceptual changes, also requires an 

extended clustering framework to process distributed large 

document data sets. This is due to the proliferation of large 

numbers of documents and the inability of central 

supercomputers to process large volumes of documents.  

 

To solve above-mentioned problem, propose an 

automated efficient document clustering (AEDC) method 

using hybrid FDB-based coyote optimization and capuchin 

search-based neural network classifier. The working function 

of the proposed AEDC method is shown in Fig. 1. 
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Fig. 1 System architecture of proposed AEDC method 

 

4. PROPOSED AUTOMATED EFFICIENT 

DOCUMENT CLUSTERING (AEDC) 

METHOD 

4.1 Pre-processing using modified ant lion optimization 

algorithm (MALO)  

Document summarization is essential to gain 

knowledge from these unnamed lessons, which take place 

after several stages of pre-processing. Pre-processing often 

removes words. Another way to get information is to group 

processing documents into text. Pre-processes have a big 

impact on the success of knowledge acquisition. The database 

contains a variety of data collected from a variety of data 

sources. Because of this diversity, the actual data is 

inconsistent and serious. If the data do not match, the mining 

process can lead to confusion, which can lead to erroneous 

results. Pre-processing of this data is used to obtain consistent 

and accurate data. Here document clustering is done using a 

modified ant lion optimization algorithm (MALO). At the 

larval stage, they usually eat ants. Then he disappears to the 

bottom of the corner and waits. When the ant starts to get 

trapped, it starts trapping in the prey net. After catching a 

predator, Random gates are used to model the ant movement 

random search engine: 

)]1)(2(....,

),1)(2(

),1)(2(,0[)( 1

−

−

−=

m

m

TsCumsum

TsCumsum

TsCumsumTY

  (1) 

Where Y (T) is the random gate of the ants, m is the maximum 

amount of iterations, T denotes the present frequency, 

Cumsum denotes whole sum, and s (T) is the constant 

function, which is described as follows: 



 

=
otherwise

Rand
Ts

0

5.01
)(    (2) 

Rand denotes a random number in the range [0, 1]. 

The size of ants and ant lions then gives the matrix Eq. 3 and 

Eq. 4 respectively. 

       

Documents preprocessing using MALO 
Algorithm 

Feature Extraction 

Optical Feature Selection using FDB-CO 
algorithm 

Optical document clustering using CSNN 
technique 

Cluster 1 Cluster 2 Cluster 3 Cluster N 
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where antN  is a team that defends the status of ants, antlionN  

is A team that maintains antlion status, 
ijB ,
gives the value of 

the ant j by the i-th number, the total number of ants is 

denoted by m, and the number of dimension is denoted by c. 

An exercise function is used to evaluate each ant and ant lion. 

The results are stored in a matrix as Equation 5 and 6.  
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where oBN  is a ants exercise team, oBWN  is a team that for 

ant lion fitness, ijB ,  gives The value of the j ant on the i 

scale, the amount of ants is m, and g is denoted as objective 

function. The ant accidentally moves to the search area, Eq 8 

is used to normalize the condition of ants. 

T

j

jj

T

j

T

jj

T

jT

j d
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dcbY
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−

−−
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Where
jb , ia  is The minimum random gates and maximum 

random gates of variable j respectively, 
T

jd ,
T

jc  is With 

variable frequency of minimum and maximum iteration  T. 

The following equations are presented to model the behavior 

of the viewer trap 

TT

j

T

j dantliond +=    (8) 

TT

j

T

j cantlionc +=    (9) 

J

d
d

T
T =    (10) 

J

c
c

T
T =    (11) 

where 
Td , 

Tc  the  variables are minimum and maximum 

when T is repeated respectively, 
T

jd , 
T

jc is the variables of 

the first piece of ant are ith, respectively, minimum and 

maximum, 
T

iantlion When T repeats, the i ant indicates the 

position of the lion, and J is The sliding ratio is as follows: 


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Algorithm 1 Pre-processing using MALO  

Input           :Number of ant lions, fitness function, 

Number of ants, max iteration  

Output        : Ant lion elite level and its value of 

fitness  

 1 Initialize ants and ant lions positions 

randomly 

 2 Compute the ant lion fitness value 

 3 Find the best ant lion 
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 4 If suspension did not meet the standard 
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 5 Choose  ant lion by using a wheel and trap 
TT

j

T

j dantliond +=  

 6 Produce a walk for each ant randomly  

 7 Update the position of each ant 

 8 Replace the ant with its fit 

 9 Upgrade Elite ant lion using  
T

j

T

j

T

j antlionantifantantlion = )(  

10 End while 

 

This is called the best solution (ant lion level) 
T

HS  is 

a well-preserved and excellent ant lion affects the movement 

of all ants.
T

BS is the blinking lion that you select is the wheel 

let, in the following equation 

2

T

H

T

BT

j

SS
ant

+
=    (13) 

Work out the last stage of the hunt when the ants are attracted 

to the cell and eat. Then, the ant lion will renew its position in 

next equation. 

T

j

T

j

T

j antlionantifantantlion = )(         (14) 

The working function of pre-processing using MALO was 

described in algorithm 1. 

 

4.2 Fitness-Distance Balance (FDB) Based Coyote  

      Optimization Algorithm:  

Feature selection is the process of reducing the 

number of input variables when creating a prediction model. It 

is advisable to reduce the number of input variables to reduce 

modelling costs and in some cases improve model 

performance. This method uses the FDB-based coyote 

optimization (FDB-CO) algorithm for optimal feature 

selection which computes the best and optimal features among 

multiple features in the document. In the first stage of the FDB 

method, the distance of the solution candidates from the best 

solution is calculated. Some distance measurements include 

Minkowski (MI), Euclidean (EU) and Manhattan (MA), which 

can be used for remote calculations. Eq and EU metric 

calculates the remote values of each member bestq  are 

calculated as given in Eq. The solution is in distance e vector 

qd formed for the applicant 

2
2
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In the second phase of the FDB system, the points for 

eliminating candidates are calculated. Normal fitness values 

)(normf and candidates' average distance values )( qnormd  

are used to calculate the score. The reason for using the 

default number scale is to avoid the dominance of these two 

parameters when calculating points. The weight coefficient (z) 

is used to calculate limb scores, which determines the effect of 

exercise and the values of distance. Based on this description 

and 0 < z < 1, the score of each candidate in the population is 

calculated. In this study we get w 0.5. The FDB sample 

method can be used to calculate the score. 

jjj
qqqFDBj

m

j dnormzfnormzRq −+= = )1(,, 11

   (17) 

jjj
qqqFDBj

m
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The score vector ( qR ) of the population as follows: 

1
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
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nn
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R

R
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The inhabitants contains M* packs, and every pack 

contain MC coyotes, MC  M* coyotes. A shared setting of 

every coyote, soc’, represent the choice variables Y  of 

optimization criteria with D-location. At instant of time Tth, 

social condition ’soc’, of bth coyote within qth pack 
Tq

bsoc ,
is 

represent as 

)....,,( 321

,

d

Tq

b yyyyYsoc =   (20) 

The random beginning of the social situation of the 

coyote: The randomness of the social status of the coyote bth 

belong to qth at instantaneous Tth and ith dimension are started 

in as 

)(,

iiii

Tq

b WCVCRWCsoc −+=  (21) 

In ith of the search space D, iWC  and iVC  are lower 

limits of the decision variable and upper limits of the decision 
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variable respectively. iR  is referred as random number in the 

range [0,1]. Call the fitness process the initial solution 
Tq

bfit ,

is estimated at the first conditions 
Tq

bsoc ,
according to 

)( ,, Tq

b

Tq

b socFfit =    (22) 

The nature of intelligence, communication, and good 

coyote structure contribute to the enhancement of their 

conditions. The Coyote renewal process depends on two 

factors: "the best social conditions in the 
Tqalpha ,

, and the 

team's cultural tendencies
Tqcult ,

. This behavior can be 

expressed in the following ways: 

Tq

cr

Tq socalpha ,

1

,

1 −=    (23) 

Tq

cr

Tq soccult ,

2

,

1 −=    (24) 

where 1R  and 2R are two random coyotes in qth pack, while 

the random control variables of the problem are i1 and i2 .  

 

Algorithm 2 FDB based Coyote optimization algorithm 

Input    : FDB parameters,
Tq

bsoc ,
 

Output: 1  

1. Begin  

2. Select a distance metric 

3. 
jqbestj

m

j dqq ,,1  =  

4. Normalize distance and fitness vectors within the range 

[0, 1] 

5. search process based on their scores (Rq ) 

6. 

1

1




















nn

q

R

R

R   

7. Compute the birth and death process of coyote. 

8 )(,

iiii

Tq

b WCVCRWCsoc −+=  

9. Select the solution candidates to be included in the 

10. 2/)1( ta qq −=  

11. End  

The probability of scattering and contact is given qt 

and qa are specified by (27)-(28). iR is stated as random 

number results which are located within the range of the 

variable of the ith quantity. ranDi is a random number in [0, 1]. 

D
qt

1
=     (25) 

2/)1( ta qq −=    (26) 

The algorithm 2 shows the working function of the 

FDB based Coyote optimization algorithm. 

4.3 Capuchin Search Algorithm Based Neural Network  

Group documents are compared with different 

methods of compiling documents to find the best way to get 

diploma documents. The number of groups to obtain the 

required parameter, a clustering algorithm is used to solve an 

unknown data problem. The best group method is determined 

using the clustering process by analyzing the results. CSNN 

algorithm is used for optimal document clustering which 

improves the performance of clustering. Cappuccino’s 

behavioral strategies in the environment are related to their 

effective ability to search for food sources on trees, terrain, 

and riverbanks.  Then, developing a mathematical model with 

global and local search strategies is described as follows. 

Cappuccinos usually jump from tree to tree, walk long 

distances in the trees in search of food, or fall to the ground in 

search of food along the river banks. Therefore, the jump 

system is similar to Global Search. The third operating rule 

can be used to represent Y. 

2

00
2

1
bTTuyy ++=

   (27)

 

Where y denotes capuchin new position, 0y indicates initial 

position, 0u denotes initial velocity, and acceleration is 

referred as b and time instance is denoted as T. 

The Capuchin, U, using the first law of motion can 

fix speed in a jump. 

bTuu += 0     (28)
 

In the operating model, the y and x factors of the 

initial velocity of the capuchin can be determined. 

( )

( )000

000

sin

cos





uu

uu

x

y

=

=
   (29) 

In the y and x direction, the initial velocities are 

represented as xy uandu 00  respectively. In the positive y-

direction the angle measured is denoted as 0H . The horizontal 

velocities yu  can be obtained using the equation 2 and 3.  

( )00

0

cos u

Tbuu yyy

=

+=
   (30) 

Here, the horizontal acceleration is represented as yb

which is set to 0. The cappuccino distance, y, can be 

simplified as follows: 
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( )Tuyy 000 cos +=
   (31)

 

For vertical displacement, H is obtained as follows: 

( ) 2

000
2

1
sin TbTuxx x++= 

  (32)

 

The capuchin initial position and vertical acceleration 

are indicated as 0x  and xb  respectively. Here, vertical 

acceleration means the acceleration of a fall due to gravity 

equal to G. The launch height 0x is equal to height H which is 

used to find T by solving the equation 6.  

( ) GuT /sin2 00 =
   (33)

 

)cos()sin(2)2sin( 000  = is used for, 

( ) Guyy /2sin 0

2

00 +=
  (34)

 

Here capuchin new position is indicated as y, initial 

position is 0y , the initial velocity also denoted as 0u  and 

gravitational acceleration is referred as G and leaping angle is 

referred as 0H . 

From information theory, cluster entropy uses the 

concept of entropy and measures the "integrity" of clusters. 

Lower entropy refers to a more homogeneous cluster and vice 

versa. When considering the results of a cluster experiment, 

( )ijp ,  is a class label in the j file and the probability is given 

by cluster i. The entropy of the cluster is as follows: 

),(log),( 2 ijpijpe
j

i −=  (35) 

The total entropy of a group of clusters is calculated 

as the sum of the entropies according to the cluster weight: 

=
i

i
i e

m

m
e

   (36)

 

In cluster i, the number of documents is denoted as 

im  and the total number of documents is represented as m. 

 

 

Algorithm 3 Optimal document clustering using CSNN 

Input          : Capuchin position and velocity  

Output       : Total class entropy 

1 Initialize the values for the input.  

2 Apply Third operating rule in equation  

2

00
2

1
bTTuyy ++=

2

00
2

1
bTTuyy ++= .  

3 Substitute First law of motion by 

bTuu += 0  

4 Obtain the horizontal velocities.  

5 Simplify the cappuccino distance.  

6 Calculate the entropy of the cluster 

7 Apply conditional probability  

8 Compute the Total class-entropy 

9 End  

For each cluster we calculate )|( ijp , the ability to 

assign a document to cluster i that is included in class 1. For a 

class j the entropy is given using these probabilities. 

( ) ( )jipjipe
i

j |log| 2

* −=
  (37)

 

Instead of combined probability we use conditional 

probabilities because probability is generalized to total 

probabilities, i.e. )|( ijp .  The Eq.6 is an entropic 

expression, while Eq.1 is not a true entropic expression, 

because ( ) 1#,ijpz j . Total class-entropy is calculated as the 

sum of "entropy" and is calculated by the probabilities of the 

class: 

=
j

j

j
e

m

m
e **

    (38) 

In cluster j, the number of documents is denoted as

jm . The algorithm 3 represents the working function of the 

capuchin search based neural network. 

5. RESULTS AND DISCUSSION 

To evaluate the performance of proposed automated 

efficient document clustering (AEDC) with the Reuters and 

the 20 Newsgroup database. The experimental setup, 

description of database and performance metrics is described 

as follows: The computer runs Windows 10, and has 2 GB of 

RAM and an Intel i3 core processor. A proposed AEDC 

method is implemented in the Windows operating system with 

the help of Spyder (Python 3.7). The presentation of the 

proposed AEDC system is comparable to current state-of-the-

art equipment: WIPLSA, ICGT, CBICA and RMFO in terms 

of precision, accuracy, recall, F-measure and rand coding. 

5.1 Accuracy Analysis 

Table 2 summarizes the accuracy comparison of the 

proposed CSNN technique with varying chunk sizes as 2, 4, 6, 

8 and 10 and compared with existing state-of-art WIPLSA, 

ICGT, CBICA and RMFO techniques. Fig. 2a shows the 

accuracy comparison of proposed and existing techniques for 

the Reuter database.  It clearly depicts the accuracy of the 
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proposed CSNN technique is 4.7%, 6.6%, 15.8% and 4.7% 

higher than existing WPLSA, ICGT, CBICA and RMFO 

techniques respectively. Fig. 2b shows the accuracy 

comparison of proposed and existing techniques for 20 

Newsgroups databases. It clearly depicts the accuracy of the 

proposed CSNN technique is 13.4%, 5.14%, 13.8% and 13.4% 

higher than existing WPLSA, ICGT, CBICA and RMFO 

techniques respectively. 

Table 2 Accuracy Comparison Of Proposed And 

Existing Techniques 

 

Tech

nique

s 

Reuter database 20 Newsgroups 

database 

2 4 6 8 10 2 4 6 8 10 

WPL

SA 

92 91 91 92 92 93 93 93 93 93 

ICGT 91 90 91 91 91 92 92 92 92 92 

CBIC

A 

90 83 80 78 78 91 89 83 79 76 

RMF

O 

93 92 92 93 93 93 93 93 93 93 

CSN

N 

98 97

.5 

97 97 96

.8 

97

.5 

97 97 96

.8 

97 

 

(a) 

 

(b) 

Fig. 2 Accuracy Comparison Of Proposed And Existing 

Techniques (A) Reuter Database (B) 20 Newsgroups 

Database 

      5.2 Precession Analysis 

Table 3 summarizes the precession comparison of the 

proposed CSNN technique with varying chunk sizes as 2, 4, 6, 

8 and 10 and compared with existing state-of-art WIPLSA, 

ICGT, CBICA and RMFO techniques. Fig. 3a shows the 

precession comparison of proposed and existing techniques for 

the Reuter database.  It depicts the precession of the proposed 

CSNN technique is 4.9%, 37.2%, 37.28% and 3.8% higher 

than existing WIPLSA, ICGT, CBICA and RMFO techniques 

respectively. Fig. 3b shows the precession comparison of the 

proposed and existing techniques for 20 Newsgroups 

databases. It depicts the precession of the proposed CSNN 

technique is 7.34%, 37.9%, 37.9% and 4.02% higher than 

existing WIPLSA, ICGT, CBICA and RMFO techniques 

respectively. 

Table 3 Precession Comparison of Proposed and 

Existing Techniques 

 

Tech

niqu

es 

Reuter database 20 Newsgroups database 

2 4 6 8 10 2 4 6 8 10 

WP

LSA 
92.1 92.3 92.1 92.9 92.1 92 92 92 87 85 

ICG
T 

60.4 60.4 60.2 60.7 60.3 60 60 60 60 60 

CBI

CA 
60.8 60.9 60.7 60.3 60.7 60 60 60 60 60 

RM
FO 

93.2 93.1 93.5 93.6 93.7 93 93 93 93 93 

CSN

N 
97.5 97.3 97.1 97 96.7 97.3 97.1 97 96.7 96.5 



 

 

          

 
 

©2012-24 International Journal of Information Technology and Electrical Engineering 

ITEE, 11 (4), pp. 38-50, AUG 2022                                        Int. j. inf. technol. electr. eng. 

47 

ITEE Journal 
Information Technology & Electrical Engineering 

 
 

ISSN: - 2306-708X 

 
 

Volume 11, Issue 4     
August 2022                                                                                                  

 

(a) 

 

(b) 

Fig. 3 Precession Comparison of Proposed and Existing 

Techniques (A) Reuter Database (B) 20 Newsgroups 

Database 

5.3 F-measure analysis 

Table 4 summarizes the F-measure comparison of the 

proposed CSNN technique with varying chunk sizes as 2, 4, 6, 

8 and 10 and compared with existing state-of-art WIPLSA, 

ICGT, CBICA and RMFO techniques. Fig. 4a shows the F-

measure comparison of the proposed and existing techniques 

for the Reuter database.  It depicts the F-measure of the 

proposed CSNN technique is 6.02%, 11.7%, 16.2% and 5.56% 

higher than existing WIPLSA, ICGT, CBICA and RMFO 

techniques respectively. Fig. 4b shows the F-measure 

comparison of the proposed and existing techniques for 20 

Newsgroups databases. It depicts the F-measure of the 

proposed CSNN technique is 4.32%, 6.76%, 17.24% and 4.3% 

higher than existing WIPLSA, ICGT, CBICA and RMFO 

techniques respectively. 

Table 4 F-Measure Comparison of Proposed and 

Existing Techniques 

Techn

iques 

Reuter database 20 Newsgroups 

database 

2 4 6 8 10 2 4 6 8 10 

WPL

SA 

93 92.5 91 92 89 93 93 93 93 93 

ICGT 92 90 85 83 80 92 92 92 92 92 

CBIC

A 

91 90 85 81 60 87 87 85 83 60 

RMF

O 

93 92 92 93 90 93 93 93 93 93 

CSN

N 

98.2 97.5 97.3 97.1 97 97.5 97.3 97.1 97 97.2 

 

(a)                                                                                

 

(b) 

Fig. 4 F-Measure Comparison of Proposed and Existing 

Techniques (A) Reuter Database (B) 20 Newsgroups 

Database 

5.4 Recall Analysis 

Table 5 summarizes the Recall comparison of the 

proposed CSNN technique with varying chunk sizes as 2, 4, 6, 

8 and 10 and compared with existing state-of-art WIPLSA, 

ICGT, CBICA and RMFO techniques. Fig. 5a shows the 

Recall comparison of the proposed and existing techniques for 

the Reuter database.  It depicts the Recall of the proposed 

CSNN technique is 3.4%, 4.5%, 11.8% and 2.6% higher than 

existing WIPLSA, ICGT, CBICA and RMFO techniques 

respectively. Fig. 5b shows the Recall comparison of the 

proposed and existing techniques for 20 Newsgroups 
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databases. It depicts the Recall of the proposed CSNN 

technique is 6.6%, 3.5%, 12.6% and 6.6% higher than existing 

WIPLSA, ICGT, CBICA and RMFO techniques respectively. 

Table 5 Recall Comparison of Proposed and 

Existing Techniques 

Tech

niqu

es 

Reuter database 20 Newsgroups 

database 

2 4 6 8 10 2 4 6 8 10 

WP

LSA 

93 92 92 92 92 93 93 93 93 93 

ICG

T 

92 91 91 91 91 92 92 92 92 92 

CBI

CA 

90 87 85 81 78 90 87 85 80 78 

RM

FO 

93 93 93 93 93 93 93 93 93 93 

CSN

N 

95.9 95.7 95.5 95.4 95.3 95.7 95.5 95.4 95.3 95.2 

 

(a) 

 

(b) 

Fig. 5 Recall Comparison Of Proposed And Existing 

Techniques (A) Reuter Database (B) 20 Newsgroups 

Database 

 5.5 Rand Index Analysis 

Table 6 summarizes the Rand index comparison of 

the proposed CSNN technique with varying chunk sizes as 2, 

4, 6, 8 and 10 and compared with existing state-of-art 

WIPLSA, ICGT, CBICA and RMFO techniques. Fig. 6a 

shows the Rand index comparison of the proposed and 

existing techniques for the Reuter database.  It depicts the 

Rand index of the proposed CSNN technique is 11.7%, 10.2%, 

7.8% and 4.8% higher than existing WIPLSA, ICGT, CBICA 

and RMFO techniques respectively. Fig. 6b shows the Rand 

index comparison of the proposed and existing techniques for 

20 Newsgroups databases. It depicts the Rand index of the 

proposed CSNN technique is 12.5%, 11.54%, 8.96% and 5.4% 

higher than existing WIPLSA, ICGT, CBICA and RMFO 

techniques respectively. 

Table 6 Rand Index Comparison of Proposed and Existing 

Techniques 

 

Tech

nique

s 

Reuter database 20 Newsgroups 

database 

2 4 6 8 10 2 4 6 8 10 

WPL

SA 

85.

2 

85.

1 

85.

0 

84.

5 

83.

2 

85.

1 

85.

0 

84.

5 

83.

2 

80.

2 

ICGT 90.

31 

85.

2 

85.

1 

85.

0 

84.

5 

85.

2 

85.

1 

85.

0 

84.

5 

83.

1 

CBIC

A 

91.

4 

90.

23 

89.

2 

85.

8 

85.

0 

90.

2 

89.

2 

85.

8 

85.

0 

84.

8 

RMF

O 

92.

4 

92. 92.

3 

90.

9 

90.

0 

92.

0 

92.

3 

90.

9 

90.

0 

87.

3 

CSN

N 

96.

3 

96.

1 

96.

1 

95.

8 

95.

2 

96.

1 

96.

1 

95.

8 

95.

2 

94.

8 

 

(a) 
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(b) 

Fig. 6 Rand Index Comparison of Proposed and Existing 

Techniques (A) Reuter Database, (B) 20 Newsgroups 

Database 

6. CONCLUSION  

An automated efficient document clustering method 

is proposed using hybrid FDB-based coyote optimization and 

capuchin search-based neural network technique (AEDC). A 

modified ant lion optimization (MALO) algorithm is proposed 

for data pre-processing which removes the unwanted artifacts 

and redundant content from the documents. FDB-based coyote 

optimization (FDB-CO) algorithm is used for optimal feature 

selection which computes the best and optimal features among 

multiple features in documents. A capuchin search-based 

neural network (CSNN) is used for optimal document 

clustering which improves the performance of clustering. 

Finally, the proposed method evaluates using two datasets, 

namely the Reuter database, 20 Newsgroups database and own 

dataset. From the comparative analysis, it is observe that the 

average accuracy of the proposed AEDC method is 12.39% 

higher than current methods; the average precession of the 

proposed AEDC method is 11.90% higher than existing 

methods; the average F-measure of the proposed AEDC 

method is 8.14% higher than current methods; the average 

recall of the proposed AEDC method is 9.387% higher than 

existing methods; and the average rand index of the proposed 

AEDC method is 15.298% higher than existing methods. 
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