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ABSTRACT 
 

Query Optimization is a regularly examined area because of the effect of different components related to the optimization. 

In distributed databases, various relations contribute to finding out the answer to a query. Different current optimizers are 

contributing to the queries by handling number of relations. However, there is a requirement for tuning the current 

methodologies or planning new ones to overcome the problems incurred due to the increasing number of joins in queries. 

The proposed strategy works for reducing the query execution time and reduces the cost. This algorithm works in parallel 

and a part of the result is determined on each site. Results achieved from all sites are processed to create the last final 

solution to the query. This paper applies an improved Multi Ant Colony Optimization technique to the join order problem 

and compares it with existing algorithm to show the viability of the algorithm. 

Keywords : Parallel ACO, Response time, Cost,  Multi Colony Ant Algorithm.  

1. INTRODUCTION 

Information is a significant factor that assumes a 

fundamental job in making decisions for any problem. 

Each query given by the client is concerned about this 

significant factor in any organization that is scattered 

everywhere throughout the world. For proper management 

of information, several frameworks have been formulated 

for the retrieval of information in the form of the 

centralized database system and distributed database 

systems These days, sharing of information has turned into 

a fundamental necessity so the idea of the dispersed 

database is broadly embraced over centralized database 

[1,2]. Many factors affect the performance of the database 

that is directly connected to the problem of query 

optimization [3]. 

  

A distributed database is a broad framework that 

keeps up information on different sites with various 

distribution procedures. Information can be kept either in 

replicated or in fragmented structure. Clients submit 

queries to retrieve information from different localities. A 

query is presented and a population of execution plans is 

produced. The query optimizer must pick the execution 

plan, which gives the outcome in the least time. Every 

execution plan has some cost related to it. This cost is the 

measure of work done by the CPU and Input/output and 

henceforth the time taken thereof. In a centralized system, 

the expense is the total of I/O cost and CPU cost, but in 

distributed databases, it corporates the cost for exchange 

of information over different sites [4]. Nowadays, due to 

the advancement in technology and networking, 

communication cost can be negligible. However, to 

decrease the data traffic between multiple sites, different 

methodologies have been adopted that helps in reducing 

the amount of data to be transferred among sites. 

 

The distributed database management system is 

responsible for overall management of data from storage 

to processing. It has the procedures to store the data on 

different sites and the procedures for retrieval too. The 

storage and retrieval can be done by queries input by the 

user. These queries utilized the data that is distributed over 

the network on different sites. These queries are first 

changed over into relational algebra query, which may 

have select, project, join or some other relational algebra 

operation [5]. A query may comprise of multiple relations 

that are scattered on different sites, so initially a join 

operation is required to access the data from multiple sites. 

At each site, query optimizers pick the best output for the 

execution of query implied for the local site. 

 

Query Optimizers utilize optimization algorithms to 

discover the optimal solution for the efficient execution of 

the query. The speed of query execution relies upon the 

information to be exchanged among locales and on the 

join order [6]. Join order has significance in calculating 

the cost in the Query Optimization process. In past years, 

scientists have connected different optimization algorithms 

to discover the Optimal join order [6,7,8]. In any case, 

with the increasing size of the database, it is required to 

find the join order that helps in producing a solution with 

the least cost and in minimum time. In this paper, an 

improved Multi Colony Ant Optimization (MCAO) 

strategy is analyzed by comparing it another existing 

algorithm to show its efficiency.  

 

It is a variation of the Ant Colony Optimization 

algorithm where different colonies of ant cooperate to 
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discover the solution of the given query by applying it on 

multiple colonies in parallel. This new cost-effective 

algorithm is considered to know the viability of the 

solution for query optimization in distributed databases. 

The join order with minimum cost can be selected from a 

set of n! solutions where n is the number of relations in a 

query.  These solutions are generated with the help of 

different colonies of ants, giving out the solution of a 

query in significantly lesser time. 

2. QUERY OPTIMIZATION IN 

DISTRIBUTED DATABASE 

After submission of query, it is the role of query 

optimizer to produce an execution plan, which results in a 

optimal solution. In Distributed environment, these queries 

are further fragmented to execute on different sites 

simultaneously. Optimizing the query has an important 

role as it impacts the amount of data to be communicated 

between different sites.  As the quantity of relations 

involves in the query increases, it expands its expense and 

complexity [9]. The job of the query optimizer is to choose 

a viable execution plan that limits the cost associated with 

it. In this way, if an effective execution plan is picked for 

the execution of the query, the result of the query will 

create quicker. 

  

To the problem of query optimization, many 

algorithm have been devised by the experts. They have 

used distinctive algorithms, for example, deterministic 

methodologies, randomized strategies, evolutionary 

techniques and Bio-inspired algorithms [10]-[14] for 

finding the solution of the query optimization problem. 

Bio-inspired algorithms work at the aggregate conduct of 

any animals, for example, Ant, Swarm, Bee and so forth. 

Social insect societies such as ant colonies, bee colonies 

are distributed systems that show a profoundly organized 

social association that can achieve the solutions to the 

complex problems [15][16]. These social colonies 

comprise of the populace of artificial agents, which 

coordinates with one another to take care of a specific 

issue. A few algorithms have been formulated in recent 

years, for example, Ant Colony Algorithm (ACO), Particle 

Swarm Optimization (PSO) [17], and Artificial Bee 

Colony (ABC) Algorithm [18] to limit the cost. 

  

The frameworks that are as of now dealing with 

appropriated databases are most adequate for a lesser 

number of relations in a query however as the queries are 

getting progressively intricate, the number of relations in a 

particular query is additionally expanding. For the 

expanded number of relations in a query, the algorithm 

utilized for the query optimization needs redesigning or 

some advancement. 

 

Many swarm optimization algorithm have been 

applied to deal with the problem of query optimization. 

But ACO has be a better algorithm. It was at first 

presented for the issue of Traveling salesman Problem 

[19][20]. ACO has connected on the issue of TSP as well 

as has effectively optimized many problems including 

Query Optimization Problem. Depending on Ant conduct, 

for example, foraging, division of work and so forth., a 

unique variety of algorithms has been invented [21,22]. 

The main problem with ACO is the premature 

convergence that motivates to apply another form of ACO. 

After analyzing the different variants of ACO by 

researchers, a technique that applies ACO in parallel has 

been utilized. [23,24]. It is a variety of ACO where a few 

colonies attempt to simultaneously take care of the 

problem and known as Multi colony ant optimization 

(MCAO). Multi colony ant optimization algorithm is an 

expansion of ACO that collaborates multi ant colony 

rather than a single colony of ants, in parallel. In the past 

numerous years, this algorithm has been generally utilized 

for some issues, for example, UAV path planning[25], 

dynamic traveling salesman problem[26],  etc. After 

comparison with existing algorithms, it was analyzed that 

MCAO is superior to ACO. For query optimization issue, 

it might be utilized for discovering the best join order from 

every accessible alternative by the utilization of various 

colonies and helps in producing the results in minimum 

time. 

 

3. MULTI COLONY ANT 

OPTIMIZATION ALGORITHM 

(MCAO) 

In Multi Colony Ant Optimization, a few colonies 

are made at first, and it produces the optimal solutions 

locally. Effective solutions exchange the pheromone 

information to the other colonies that update its 

pheromone values until it ranges to an optimal outcome. 

This arrangement is then sent to the global best center 

where the algorithm is applied to discover the best solution 

[27]. The thought behind utilizing this algorithm is to keep 

up a few colonies, which have the same number of ants, 

iteration, and they utilize the same heuristic function. The 

Multi Colony Ant Optimization Algorithm applies ant 

colony in parallel and exchanges the pheromone 

information to deal with the problem of early convergence 

of ACO. In this algorithm, the estimation of parameters is 

at first set. After making all colonies, the pheromone value 

on every path is instated by initializing the values in the 

two-dimensional framework. All colonies update its local 

parameters from the state that gives a best-so-far answer 

for reach to their last optimal solution. 

4. REVIEW WORK ON MCAO 

In the past area, it has been talked about that ACO 

has been used to enhance a few optimization issues. ACO 
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has been connected to the problem of query optimization 

[28] where at first relations are submitted as information 

and join order tree is received. Another variation where 

ACO is applied in parallel is [29] in which ACO is applied 

on multiple cores of the processor to achieve parallelism in 

centralized databases. MACO-AVG executes multi ant 

colonies to take care of the combinatorial optimization 

issues. The cooperation between colonies is utilized to 

exchange values, for example, pheromone values. The 

path is chosen based on the average experiences of all 

colonies. It was demonstrated through the experiments that 

multi colonies of ants work superior to a single colony 

[30].   

 

The join order problem is closely related to 

Traveling Salesman Problem where cities represent the 

relations to participate in join relation and the path which 

connects the cities holds the pheromone information to be 

used by the ants for decision making [31][32]. MCAO 

gives a promising presentation in unique situations when 

contrasted with single colony ACO algorithms. 

Pheromone information between various stages was 

transported at times with colonies having the same number 

of ants, iterations, and with a similar heuristic function 

[33]. Multi colony ant optimization approach was used by 

researchers in query optimization issue that works in 

distributed condition for replicated data. This methodology 

was contrasted with GA and is preferred over GA 

regarding cost [27] but this algorithm brings about the 

additional overhead expense for enhancing even the 

easiest query. So after analyzing various optimization 

algorithms used in query optimization, MCAO is proposed 

here to find out the optimal solution to the join order 

problem. 

5. SUGGESTED SOLUTION  

           Ant colony optimization is a methodology for 

optimization problems; yet to deal with the early 

premature convergence problem MCAO can be utilized 

due to sharing of pheromone information within colonies 

[40]. MCAO works on the technique that every colony 

figures pheromone data locally and may pass good colony 

output data to other colonies to accomplish better 

outcomes. Multi colony ant optimization applies colonies 

of ants in parallel on multiple processors, due to which it 

gives the outcomes quicker as a contrast with ACO. It 

might be utilized for discovering the best join order from 

every single colony by the utilization of various multiple 

colonies of ants and gives out the solution in impressively 

lesser time. This technique might be demonstrated to be 

exceptionally powerful as the various colonies work on 

single a query at the same time [24]. 

 

            To apply ACO in parallel, an improved MCAO is 

proposed for the problem of Query Optimization in 

Distributed Databases. In a distributed database, it is 

expected here that relations are completely duplicated on 

all the sites. After query submission, the choice is made 

for the appropriation of relations to be joined at a specific 

site. After submission, divided queries are joined on the 

local site by applying the MCAO strategy on each site. 

 

            Ant colony optimization is applied to four colonies 

to implement parallelism.  After local processing of 

queries on all sites, the query-generating site gets output 

from every single site where multiple colonies have 

worked in parallel to produce an optimal local solution. 

Good ant colonies send the pheromone values to other 

worst colonies to give an optimal solution in 

comparatively less time [33]. 

 

MCAO is utilized to deal with the Query 

Optimizaton with slight modification and is called as 

MCAA-QODD i.e. Multi Colony Ant Optimization for 

Query Optimization in Distributed Databases. MCAA-

QODD calculation approaches the query optimization 

issue as the outstanding Traveling Salesman Problem. So 

for taking care of the issue of join order, the query 

optimization problem is taken here as TSP. In this 

algorithm, m ants develop one solution as a join order. 

Here, each city can be considered as the relation, which is 

participating in the join order. Relations, which are 

associated with each other, can be represented as an edge 

between cities (relations). In the ant colony, the number of 

ants is equal to the number of relations. These ants look 

for an ideal path connecting all relations exactly once. 

These ants pick the path based on pheromone trails. 

Individual ants lay this pheromone trail. A path will be 

picked based on the value of pheromone on the path. After 

the selection of a path, the pheromone value will be 

updated by evaporation. In this Algorithm, initially, 

pheromone values are set by an arbitrary function. In this 

proposed method, four sites are taken in a distributed 

environment. After query submission, the query is 

fragmented to divide the number of relations that 

participated in the query into four sites equally. On all 

these four sites, four colonies of ants work on different 

cores of processors, which help in producing an optimal 

solution. The best solution amongst all colonies is taken as 

the best optimal solution for this local site. After 

processing results from all four sites, results are sent to the 

query originating site where again MCAO works to 

produce an optimal solution. 

6. EXPERIMENTS AND RESULTS 

To test the proposed strategy, the proposed 

algorithm was simulated. Experiments are conducted in 

fully replicated environment. The queries with varying 

number of relations are given as input. Each query is 

executed for 25 times for finding the average Response 

time for generating a join order to the query.  
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The experimental setup consists of Intel Core i5 

2430M CPU 2.40GHz, RAM 6 GB, 64 Bit Operating 

framework, Windows 7 Home Premium with 512 GB 

HDD. The software on which simulation was done is 

Microsoft Visual Studio Package 2010, Visual C++ 

programming language was considered for comparison of 

MCAA-QODD with another variation of MCAO. Another 

variation of MCAO is MMAS-DJQO that implements 

ACO in parallel and applies four type of ants for each 

relation.   

For comparing these two algorithms, the algorithm were 

executed in the same environment for the number of 

relations in a query ranging from 4 to 120 with an equal 

gap of 4 relations and the average Response time is 

recorded. The results accomplished from MCAA-QODD 

are then compared with the MMAS-DJQO that is 

implemented in same environment to check the 

effectiveness of the algorithm [24]. Table 1 demonstrates 

the Response Time taken by MMAS-DJQO and MCAA-

QODD. The difference between the Response time of 

these two algorithms can be calculated as given below: 

 

Difference=Response Time (MMAS-DJQO) - Response 

time (MCAA-QODD)…(1) 

  

Difference Percentage (DP) can be calculated by  

DP=Difference/Response Time (MMAS-DJQO)*100…(2) 

 

Table 1 shows the comparative analysis of 

MCAA-QODD and MMAS-DJQO, in which the 

difference between the Response Time of both of these 

algorithms is given and then the Difference Percentage is 

calculated. After analyzing the Response time taken by 

MCAA-QODD and Response time taken by MMAS-

DJQO, it can be observed that the Response Time taken by 

MCAA-QODD is less as compared to MMAS-DJQO. For 

example, for 12 relations, Response time taken by 

MMAS-DJQO is .0252 and Response time taken by 

MCAA-QODD is .02404. By analyzing the difference 

percentage, it shows that MCAA-QODD is performing 4.6 

percent better in generating a join order for twelve 

relations in a join query. Likewise, it can be observed that 

for the different number of joins in a query, the optimal 

result find out by the MCAA-QODD takes less time as 

compared to MMAS-DJQO.   

 
   Table 1: Response Time of MCAA-QODD and MMAS-DJQO 

 
Number 

of 

Relations 

MMAS-

DJQO 
MCAA-QODD Difference 

Difference 

Percentage 

% 

4 
0.0184 

0.0172 
0.0012 6.52 

8 
0.0244 

0.022 
0.0024 9.84 

12 
0.0252 

0.02404 
0.00116 4.60 

16 
0.0268 

0.0256 
0.0012 4.48 

20 
0.0308 

0.0264 
0.0044 14.29 

24 
0.0364 

0.0272 
0.0092 25.27 

28 
0.0456 

0.02764 
0.01796 39.39 

32 
0.06646 

0.06432 
0.00214 3.22 

36 
0.08312 

0.06692 
0.0162 19.49 

40 
0.1124 

0.07892 
0.03348 29.79 

44 
0.15148 

0.106917 
0.04456 29.42 

48 
0.21988 

0.11448 
0.1054 47.94 

52 
0.27476 

0.13976 
0.135 49.13 

56 
0.3546 

0.19104 
0.16356 46.13 

60 
0.46352 

0.2264 
0.23712 51.16 

64 
0.59108 

0.29964 
0.29144 49.31 

68 
0.7426 

0.35396 
0.38864 52.34 

72 
0.9416 

0.47224 
0.46936 49.85 

76 
1.167 

0.55408 
0.61292 52.52 

80 
1.41108 

0.72292 
0.68816 48.77 

84 
1.69056 

0.80912 
0.88144 52.14 

88 
2.07 

1.01912 
1.05088 50.77 

92 
2.47572 

1.14936 
1.32636 53.57 

96 
2.91692 

1.44864 
1.46828 50.34 

100 
3.42584 

1.62712 
1.79872 52.50 

104 
4.16268 

1.9974 
2.16528 52.02 

108 
4.91072 

2.23948 
2.67124 54.40 

112 
5.61692 

2.70552 
2.9114 51.83 

116 
6.53192 

2.96496 
3.56696 54.61 

120 
7.2124 

3.59856 
3.61384 50.11 

      

The graphical presentation of query execution 

time of MCAA-QODD and MMAS-DJQO is given in 

Figure 1. In this figure, horizontal axis shows the number 

of joins and the vertical axis shows the Response time 

taken to execute the query. It can be observed from the 

graph that Response time is for MCAA-QODD is less as 

compared to MMAS-DJQO.  
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Figure 1: Comparison between MCAA-QODD and MMAS-DJQO 

 

After analyzing the results from the experiments, it 

can be concluded that the algorithm present in this paper is 

more effective than existing algorithm for the solution to 

the problem of query optimization in Distributed 

Databases.   

7. LIMITATIONS AND FUTURE WORK 

In this proposed work, the Multi Colony Ant 

Optimization algorithm is applied to the problem of query 

optimization in distributed databases. Although, this 

algorithm is giving optimal solutions to the problem, but 

there are few limitations of this algorithm. It is assumed in 

this research work that all relations are replicated to all 

sites, i.e. the strategy is applicable to the database in which 

each relation is available on each site, but for fragmented 

relations, attention will be required to distribute the query 

on multiple sites based on the availability of relations on 

each site. Multi Colony Ant Optimization algorithm can be 

utilized with any other algorithm as a hybrid.  

8. CONCLUSION  

Query optimization has an important role in 

deciding execution cost. In distributed databases, either 

data is located on different sites in fragmented data or it is 

distributed in replicated form. In this paper, a new variant 

of ACO i.e.MCAA-QODD is suggested to solve the query 
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optimization problem. After submission of the query, 

query is required to be fragmented on multiple sites to 

process the data simultaneously in the form of subqueries. 

Sub-queries can run on different sites individually after 

that the results from different sites will further process to 

give the final optimal solution. The algorithm that helps in 

improving the execution time in Distributed Databases 

selects the best join order. Experiments with the varying 

number of relations and ants have been carried out. After 

comparing it with another variant of MCAO, it is 

concluded in this paper that this algorithm works better. It 

was experimentally proved that this approach gives the 

optimal result in minimal time.  
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