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ABSTRACT 

As declared by World Health Organization (WHO) more than nine lakh confirmed cases and more than forty six thousand 

death worldwide occurred due to novel coronavirus-COVID 19 from December 1, 2019 to April 1, 2020. The origin of this 

virus was Wuhan, China. COVID-19 has now spread all over the world and declared as pandemic disease by World Health 

Organization. In this paper, a dataset of 119 patients is prepared and different machine learning classification algorithm like 

linear classifier, K-neighbor classifier, Support Vector Machine, Decision Tree, Boosted Tree, Random Forest and Neural 

Network has applied to find the most suitable method that can predict the possibility of coronavirus infection. After the survey 

of all the algorithms it was found that Extra Tree Classifier gives best result, which is used further to predict the status of the 

patient. Extra Tree Classifier gives 94% accuracy. User will give input and the algorithm will predict if the patient is infected 

by coronavirus or not. Researchers for more accurate result can further use the method. 

Keywords: COVID-19, Pandemic Disease, World Health Organization, Machine Learning, Classifiers, Linear Classifier, Decision Tree, 
Neural Network, Extra Tree Classifier 

 

1. INTRODUCTION 

Coronavirus, commonly known as COVID 19, 

affected 203 countries and territories around the world. It is 

a respiratory disease and can directly affects the immune 

system of the body. As stated by World Health Organization 

(WHO) a deadly virus called COVID 19 came into existence 

in the month of December 2019 in Wuhan, China. WHO 

declared it as a pandemic disease on March 11, 2020. From 

December 2019 to April 2020 the cases were increased so 

rapidly that it affected the life of each and every person. [1-

3] 

Coronavirus named as COVID-19, its main cause is 

cold which is similar to Middle East Respiratory Syndrome 

and Severe Acute Respiratory Syndrome (MERS-CoV and 

SARS-CoV). After comparing with these viruses, this new 

virus was named as severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV 2) disease and later COVID-19. 

People those have any medical history like-breathing 

problem, diabetes, cancer, cardiovascular disease and age 

above 60 will be at higher probability of infection by COVID 

19. [2-5] 

There are many features of COVID 19, which were 

target by drugs so that it is stopped in entering the cells. [6] 

 

 

 

 

From recent data released by WHO it is cleared that 

males have higher probability of getting infected by this 

virus as more than 60 percent of males smoke and smoking 

makes the immunity system week as it makes respiratory 

system week due to which they might get infected by the 

virus.[7-9] 

WHO and other health organizations have reported 

that SARS-CoV and MERS-CoV primarily spread from 

human to human. After the treatment of MERS patients, 

COVID 19 spread as a pandemic disease and in many 

countries; it takes the form of community spread in which 

one person can infect person’s in-group, which is very 

dangerous phase. China has now controlled the spreading of 

virus by successfully implementing lockdown which other 

countries have to follow otherwise this virus will turn into 

incurable disease.[8,9]           

Machine Learning (ML) is one of the key 

technology used in the development of process automation. 

Machine Learning helps doctors in such a way that they can 

easily take care of their patients and automate their routine 

processes. ML experts are working hard to develop solutions, 

which can diagnose and treat the disease. Machine Learning 

(ML) can be used to predict COVID-19 in its early stage so 

that its dangerous stages can be avoided and patients can be 

recovered easily and new patients can be minimized. [10] 
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Figure 1: Flow-chart (Machine Learning Process) 

Figure 1 shows the flowchart of general supervised 

machine learning process.  This diagram shows how data is 

processed, cleaned in order to be able to make it ready for 

any particular machine learning task either it will be 

classification or regression. Preprocessed data is divide into 

Train Set and Test set for training and validation purpose. 

Model once trained and validated with maximum accuracy 

predict or classify output feature against new given input 

feature or symptoms. 

Researchers and scientists are using many 

algorithms and techniques to detect or predict COVID-19. In 

this paper many machine learning classifiers are evaluated, 

to find out the best classifier in terms of accuracy, that will 

be applied for the prediction of COVID-19.[10, 11, 12] 

The objective of the paper is to select best machine 

learning classifier and then train ML model using selected 

classifier and finally use it for COVID-19 prediction task 

after appropriate validation process. 

.  

The paper is divide in 7 sections. Section 2 gives the 

introduction of proposed symptom based machine learning 

model for prediction of COVID-19 infection. Section 3 gives 

brief overview of research design. Section 4 contain 

discussion section. Section 5 consist of performance 

evaluation process of ML classifiers using different-different 

key performance indicators (KPI). Section 6 presents results 

of our evaluation process and 7 focuses on conclusion and 

future work. 

 

 

 

2. PROPOSED MACHINE LEARNING (ML) 

SYSTEM 

In this paper Machine Learning(ML) classifiers are 

used to predict COVID-19 based on symptoms declared by 

WHO .Rules were prepared as per symptoms like fever ,flu, 

cold, age, sex, , dry cough, respiratory problem, medical 

history like diabetes, Cancer, breathing problem etc. , travel 

history, lost sense of smell known as Anosmia,  and Loss of 

hearing ability. This system is used to predict the disease by 

Machine Learning classifiers-Decision Tree, Linear 

classifier, K-neighbor classifier, support vector machine, 

boosted tree, random forest and neural network taking 

symptoms as input feature and predict the output feature as 

the possibility of infected by COVID 19.[10,11] 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 Typical Machine Learning Infographic 

The machine learning process applied to the rules 

designed as per the symptoms defined by WHO for COVID 

19.Figure 2 shows the basic Machine Learning process using 

infographic. Machine Learning can be used for the prediction 

of many diseases like pneumonia, Parkinson’s disease, chest 

disease using x-rays, arthritis disease, tuberculosis, skin 

disease etc.[10,11,12] 

 Inference rules are define, to label our target output 

feature “Hv-Corona” given in figure 4. If the patient is 

suffering from fever greater than 380C and has dry cough 

then it is the possibility that the patient might be suffering 

from COVID 19. If the patient above 60 years age is 

suffering from fever and has travelled to the country where 

this virus is at its peak then it is the possibility that the patient 

is suffering from coronavirus.[13,14] 

Similarly, there are many parameters based on 

which these inference rules are designed like age, fever, flu, 

cold, sore throat, travel history, medical history, dry cough, 

difficulty in hearing, unable to smell and breathing problem. 

[2, 3] 

These rules are the input variable for the classifiers 

to define the output variable in the form of YES or NO as 

this model only predicts the possibility of coronavirus 

infection. [14, 15].  

Model is based on classification technique of 

supervised machine learning, where learning is supervise by 

labeled output feature with respect to given input features. 
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3. RESEARCH DESIGN 

Figure 3 shows the components of the system 

proposed in this paper for predicting COVID 19.The figure 

explain how this model works. 

In the model, there are two phases: Training Phase 

and Execution Phase. In training phase, a dataset is prepared 

based on the details of 119 coronavirus infected patients. The 

details include patient symptoms like fever, cough, breathing 

problem, medical history, travel history etc. On this dataset 

number of machine learning classifiers like Linear 

Regression, Support Vector Machine, K-Nearest Neighbor , 

Decision Tree, Naïve Bayes, Random Forest, Extra Tree, 

AdaBoost, Gradient Boosting, Multilayer Perceptron have 

applied and their performance is checked in terms of F1-

Score, Accuracy and AUC (Area Under Curve) and best 

classifier is identified.[5,16-18] 

Fig. 3 Proposed Model for Coronavirus Prediction 

In execution phase prediction of coronavirus has 

done. In this when new patient details are taken then trained 

ML model  takes input in terms of new patient data and based 

on learning outcome of  previously stored data of 

coronavirus infected patients check whether the new patient 

is infected by the COVID 19 or not. It predicts in terms of 

YES or NO i.e.: gives value 1 for YES and Value 0 for NO. 

4. DISCUSSION 

Classification is a term used to predict the class 

based on given data. Classification process is use where 

approximation is required from input variable, which then 

reach to discrete output variable. There are various 

algorithms available like Support Vector Machine (SVM), 

Linear Regression, Logistic Regression, Naive Bayes, 

Decision Trees, Random forest, Extra Tree Classifier, K-

Nearest Neighbor and Neural Networks (Multilayer 

Perceptron).etc, which can be used in medical field to predict 

the approximation of the occurrence of the disease. [19-20] 

All these algorithms can be use with distinct 

features, for example, linear classifiers are used where 

classes are linearly separable. 

 

Fig. 4 Machine Learning Classifiers 

Figure 4 shows the ML classifiers. Naïve Bayes 

comes under the category of probabilistic classifier, which is 

a part of Bayes Theorem in which attributes are conditionally 

independent. Decision Tree uses If-Then rules, which is 

mutually exhausted and exclusive for classification. This 

algorithm continuously works until termination condition 

occurs. Similarly, all other classifiers have their distinct 

characteristics. In this paper all above mentioned classifiers 

were evaluated to predict the probability of occurrence of 

COVID 19 based on symptoms specified in the dataset used 

and the best classifier (Extra Tree Classifier-ETC) as per the 

result achieved on the basis of the symptoms is 

suggested.[5,18,19] 

Fig. 5: Dataset of 119 Patients 

Figure 5 shows the dataset of 119 patients having 

symptoms of coronavirus. Open source tool “Jupiter-web 

based IDE”, Python as programming language and its library 

Like Numpy, Pandas, Scikit-learn etc. are used. The 

symptoms have been represented in the form of symbols like 

A1 is used for Age, S1 is Male, S2 is Female, DC1 is Dry 

cough, B1 is Breathing Problem, FC is Fu and Cold, MH is 

medical history, TH is travelling history, LOS is Loss of 

https://en.wikipedia.org/wiki/Linear_regression
https://en.wikipedia.org/wiki/Logistic_regression
https://en.wikipedia.org/wiki/Naive_Bayes_classifier
https://en.wikipedia.org/wiki/Decision_tree_learning
https://en.wikipedia.org/wiki/K-nearest_neighbor_algorithm
https://en.wikipedia.org/wiki/K-nearest_neighbor_algorithm
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Multilayer_perceptron
https://en.wikipedia.org/wiki/Multilayer_perceptron
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smell, LOH is loss of hearing etc. and targeted output feature 

is “Hv-Corona”. In the above dataset all values are taken in 

the form of 0 (NO) and 1(YES) except age (A1) and fever 

(F1). 

5. PERFORMANCE EVALUATION 

In this paper the performance of all the classifiers 

are measured on the basis of the input taken 

Fig. 6 Test-Train Split Process 

 As per the Figure 6, we split the input data into two 

parts; training set data and test set data. In this model the 

training data is taken 80% of the input and test data is taken 

20% and on the basis of this data performance measurement 

(Area under the Curve-AUC, Accuracy & F1-Score) is done 

which shows which classifier is better to use for prediction 

purpose. 

 

 

 

 

 

 

 

 

Fig. 7 Accuracy graph of ML algorithms 

Figure 7 shows the accuracy comparison of different 

machine learning algorithms based on accuracy_test, 

accuracy_train and consolidated_ accuracy, which represent 

the accuracy shown by individual classifier over testing 

population, training population and combined accuracy over 

total population respectively. It could be observed in Figure 7 

that Extra Tree Classifier (ETC) gives best result.[21,22] 

 

Fig. 8 Comparison Graph of F1-Score, Precision and Recall 

 According to the graph shown in Figure 8, 

comparison between three parameters – Precision, Recall 

and F1-Score is performed to check the performance of 

classifiers for performance evaluation. This allows the 

selection of classifiers easy as per the case.Precision is 

defined as the ratio of truly predicted positive observations 

to the total predicted positive observation, Recall is defined 

as the ratio of truly predicted positive observations to the all 

observations in actual class – “yes” and F1 score is defined 

as the weighted average of Recall and Precision. [23-27] 

 Higher the value of F1-Score, better the classifier to 

use. We can see as per the as per above graph Extra Tree 

Classifier(ETC) again shows the best result among all 

classifier evaluated.[23-26] 

Fig. 9 Formulas for calculating performances classifiers 

Figure 9 Shows Confusion Matrix/Contingency 

Table and formulas of calculating different-2 performance 

matrics/parameter (Accuracy-Claccification Rate, Error 

Rate-Missclassification Rate, Precision,Recall-Sensitivity 

and F1-Score) of classifiers evaluation on the basis of 

confusion matrix.[25] 
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 Confusion Matix is a tabular layout of two 

dimensions (“Predicted” and “Actual”) with alike set of 

“Classes” in both dimensions (“Positive” and “Negative”). 

In other words it’s a table with two columns and two rows 

that accounts the number of true positives (TP) - correctly 

identified, and true negatives(TN) - correctly rejected, false 

positives(FP) - incorrectly identified, false negatives(FN) - 

incorrectly rejected. Confusion Matix permits efficient and 

easy interpretation of performance of classifier.[27,28] 

Fig. 10 Comparison Graph of TPR, FPR and AUC 

Figure 10 shows the comparison of TPR, FPR and 

AUC. Area under the Curve (AUC) measures performance 

for classification problem. Higher the AUC better are the 

chances in predicting the difference between patients with 

disease and no disease. TPR is the True Positive Rate, it 

shows the percentage of correct positive cases that are 

correctly predicted by classifier and FPR is the False Positive 

Rate that represent the percentage of correct positive cases, 

which are incorrectly predicted as negative by classifier. The 

performance of these classifiers on the basis of TPR, FPR 

and AUC for the input variables prepared by the rules 

defined by the symptoms identified by WHO for COVID 

19.[28-30] 

The classifier that give high AUC and TPR and 

lower FPR is the best classifier in predicting the result. 

Therefore as per Figure 10 also Extra Tree Classifier (ETC) 

seems to be better classifier to use. [29, 30] 

 

 

 

  

 

 

 

 

 

 

 
 

 

Fig. 11 Comparison by classification parameters 

Figure 11 evaluates all used classifier in accuracy 

centric method of performance evaluation process over four 

dimensions(Classification_Acuuracy, Classification_Error, 

Sensitivity and Specificity).Classification_Acuuracy defines 

how accurate the classifier is.Classification_Error defines 

how often the classifier is incorrect or missclassification 

rate.Sensitivity defines if we have positive actual value then 

upto which extent the prediction is correct and Specificity 

defines if we have negative actual value then how often the 

prediction is correct [31-36]. As per the above graph once 

again Extra Tree Classifier(ETC) found to be best classifier 

over rest of classifier on abovesaid four parameters. 

6. RESULTS 

On the basis of various performance test Extra Trees 

classifier gives best prediction results on a given dataset 

(observe values in green color in Table 1) Every case requires 

different parameters to describe  the best classifier as some 

requires result on the basis of Accuracy others need Precision 

to define output. In this model we use Area under the Curve 

(AUC), Accuracy and F1-Score as our prime KPI (Key 

performance Indicator) to evaluate ML classifiers. Extra 

Trees Classifier is a kind of entity learning technique which 

cluster the results of multiple de-correlated decision trees 

collected in a “forest” to output its classification result. 

Table. I showing the result obtained from the performance of 

all the classifiers 
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Fig. 12 Precision Recall Curve – Extra Tree Classifier 

 

 

Fig. 13 ROC Curve – Extra Tree Classifier  

 

Fig. 14 Prediction Performance Stat using Test_Set Values– 

Extra Tree Classifier 

 

 

Fig. 15 Prediction Performance Graph over Test_Set Values– 

Extra Tree Classifier 

The above figures show Precision-Recall curve 

(Figure 12) and ROC (Receiver Operating Characteristic) 

curve (Figure 13) of Best classifier as per Table 1 (Extra Tree 

Classifier (ETC)). ROC curve is used for the classifiers when 

observations of class are in roughly equal number and 

Precision-Recall curve is used when there is a modest to large 

class imbalance. Figure 14 and Figure 15 shows Prediction 

Performance of ETC using real class value of Test_Set and 

predicted class value by classifier. We can observe ETC 

misclassified only one data point DP-16 – (shown in “Red” 

color in figure 13 and encircled with “Red” color oval in 

Figure 14) out of 24 data points provided with Test_Set. 

As it is cleared that evaluation process of ML 

Classifier identified Extra Tree Classifier (ETC) as best 

classifier to classify output feature “Hv-Corona” for the given 

input set, so our proposed system uses ETC as Machine 

Learning Model to classify user profile identified as Corona 

Positive or Corona Negative as per user’s given 

feature(Symptoms) set. 

7. CONCLUSIONS AND FUTURE WORK 

The Hv-Corona model proved that Extra Tree Classifier 

(ETC) is the best classifier for the prediction of Corona Virus 

infection for given input dataset. The predictions done by the 

model can be used to save life of many people and in future it 

can be enhanced by taking more data.  
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