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ABSTRACT

In this paper, a new image encryption algorithm is presented which is a combination of RGB inter-pixel movement and the value transformation. Value transformation technique is used in image steganography where the original content is mixed with a temporary message to hide the information. This is a well effective solution, but this increases the size of overall communication because in this case we must pass the message and the temporary message together. In image steganography when a pixel loses its pixel value then it also has a positive impact on the histogram. In this paper, histogram analysis is presented between the plain image, encrypted image and the image which was obtained using value transformation. This is a lossless image encryption technique and core work of this algorithm is based on the RGB inter-pixel displacement. Histogram analysis confirms that the pixels have lost their original value and this loss is recovered using the key.

Keywords: Image Encryption, Image Steganography, Histogram, RGB, Inter-pixel.

1. INTRODUCTION

Image encryption is important in this era when we have started using images extensively. Images are widely used in several business verticals to keep the information secure from any possible image theft. Researchers have developed many image encryption algorithms which adopt different techniques to encrypt the images and get the desired output. Image encryption algorithm may or may not return the plain image back after the decryption process and this basically classify the image encryption algorithm as lossy algorithm where we lose the certain amount of data when we get the plain image back or lossless algorithm where we get the plain image intact out of the entire image encryption process.

An image encryption [1] algorithm may work on the entire image together or can break the images into blocks and execute each block. Image encryption algorithms can be block based, bit based, or entire image based.

In this paper, we will discuss a new image encryption algorithm which will focus on the movement of RGB values within the entire image along with the value transformation procedure. Value transformation procedure enables to hide the original pixel values and replace the original value with a precalculated value. This calculation is very important to get the plain image back out of the encryption process, otherwise we may not get the plain image.

Image encryption [2] is a simple process where an image is taken and that is passed to the encryption process. Encryption process has several steps to encrypt the image along with a predefined key. Key helps to execute the steps. The same key should be present with the received end to decrypt the image to get the plain image. A simple encryption process and the decryption process is shown below.

Fig 1.1: Image encryption process

Fig 1.2: Image decryption process

This paper is organized into mainly 3 sections followed by Introduction. Section 2 discusses the research work in the field of image encryption and other related work. Section 3 discusses the proposed work. Section 4 shows the experimental results. Code for this algorithm has been implemented in GNU Octave. Later we concluded this research work.
2. LITERATURE REVIEW

Here is the review of a few image encryption algorithms that were proposed lately.

Ratnakirti Roy, Shabnam Samima, Suvamoy Chander [3] explains one image encryption algorithm in which the authors used image steganography [4] technique to encrypt the image. The whole process had two steps: embedding and extraction. In this paper, authors took one stego image which they used for image steganography purposes. Authors extracted the R, G and B plane out of the stego image, and they mixed these R, G and B planes with R, G and B planes of plain image or the host image. In this way, they performed the image steganography. Authors later presented the histogram analysis [5] of different planes where the Red plane did not change, but there were changes in the Blue and the Green planes.

Amnesh Goel, Nidhi Chandra [6] presented one image encryption algorithm in which they used the block permutation scheme along with the inter-pixel movement of R, G and B values. Block permutation was based on the 1:2:3 ratio where the original image was divided into the n number of blocks of n x n size and each of these blocks were moved horizontally and vertically using 1:2:3 format. After this step, the intermediate image was going under inter-pixel encryption algorithm to encrypt the image further. Later authors ran this algorithm on a variety of images with different sizes of blocks. Three versions of this algorithm were presented where blocks were taken of size 10 x 10, 60 x 60, and 100 x 100.

In this image encryption algorithm research paper Zhi, L., Fen, S.A., and Xian, Y.Y. [7] proposed an algorithm which basically works on the steganography. They proposed to embed the bits of images in the least significant bit (LSB) position of the pixel values. In this paper authors proposed a method which they named gradient energy-flipping rate detection (GEFR). GEFR is a relation between the length of an embedded message and the gradient energy.

Amnesh Goel and Nidhi Chandra [8] presented this paper with a use case of usage of images in the medical industry and safety of images. This paper discussed the two important aspects of medication images i.e. secure storages of images and integration with PACS (Picture archiving and communication system) [9] and zooming option by which medical practitioners can zoom at a point in the medical imaging system.

Rui Zhang and Di Xiao [10] proposed an image encryption algorithm in 2020 based on the compressed sampling and chaos. This encryption method uses sampling, compression, and encryption framework. Authors presented the plain image, compressed sampling based encrypted image, final encrypted image, and the plain image which they received out of the decryption process. Authors also presented the histogram analysis, Correlation analysis, key sensitivity analysis in their paper to support their results.

Arwa Benlashram, Maryam Al-Ghamdi, Rawan AlTalhi and Pr. Kaouther Laabidi [11] proposed a novel image encryption technique in which authors performed the image encryption in three steps. The first step processed the image using pixel shuffling technique. The second step processed the image using a XOR operation between the output of the first step and a key. This key was generated using the mathematical equation. And the last step used 3D chaotic map technique to get the cipher image. Later in this paper authors presented the experimental results where they showed the image that they received using the decryption process and this image looks like the plain image. Authors also presented the histogram analysis in the paper where histograms varied from plain image and cipher image. However, if they have not changed the pixel values then ideally histograms should not change.

In this paper [12] Eugenijus Margalikas and Simona Ramanauskaite proposed an image encryption technique which is based on image steganography. In this paper authors did not use any stego image for the encryption, rather they created a sub-cube of RGB color planes. Instead of using a reference image, authors proposed to segregate all colors (x, y, z) into RGB cube. If any color (x, y, z) is not present in the image then the value will be zero. And later each sub-cube is recursively processed. This algorithm does not change the pixel value, which is commonly used technique in image steganography, instead authors changed the location of color in the RGB cube using image color palette transformation.

In this paper [13] Karthikeyan B, Asha S, Poojasree B proposed a data hiding technique inside the color image using LSB embedding [14] [15]. Authors developed this encryption technique to conceal the text messages in the images. To execute the procedure, binary conversion was proposed to perform both image and the textual data and in the next step, LSB substitution was performed. However, the overall description of the proposed method lacks detailing of approach. MSE and PSNR [16] data was shown to validate the approach but still detailing of the proposed approach is somewhat missing in the entire paper.

In 2019, Amnesh Goel, Dr. Rakesh Bhujade [17] presented a review study of image encryption techniques. This paper covered the latest image encryption techniques such as Chaotic Encryption Scheme powered by 2D cat and S-box [18], Chaotic logistic map with a sequence in reverse order [19] where not all the pixels are diffused using the same key. First pixel is diffused using the key and the next pixel is diffused with the key and the first pixel. Another interesting image encryption technique which was included is based on watermark image [20] where a domain watermark image is embedded into the plain image to get the partial encrypted image. This watermark embedding technique resembles a little bit with the proposed image encryption technique because...
watermark embedding results to change in the original image pixel values.

3. PROPOSED ALGORITHM

Proposed algorithm has a three-step process of image encryption where the first step and the third step perform the same set of operations but on different inputs, and the second step belongs to the value transformation. Value transformation is done based on a predefined value and this is part of the encryption key. Following section describes all the 3 steps in detail.

Step 1: This first step is executed in two parts. The entire image is first divided into RGB planes from a given color image and then encryption is performed using the RGB inter-pixel encryption algorithm. In this step, the color image is taken and divided into its original Red, Green and Blue planes as the very basic step after reading the image. Following set of commands [21] can be executed in Matlab [22] to get the Red, Blue, and Green plane of a color image.

% Read in original RGB image.
plainRGCImage = imread(abc.jpg);

% Extract color channels.
redChannel = plainRGCImage(:,:,1); % Red channel
greenChannel = plainRGCImage(:,:,2); % Green channel
blueChannel = plainRGCImage(:,:,3); % Blue channel

These individual planes (i.e. redChannel, greenChannel and blueChannel) are then processed pixel by pixel for the entire image and these pixels are permuted in the horizontal and the vertical direction based on the key. Key decides the horizontal and/or vertical movement of a pixel value. And, to enhance the security, we took the different keys for Red, Green and Blue planes so that it becomes hard to guess the key. Also, at this step, it is not a linear execution between horizontal and vertical movement. In the next section, we will discuss how the horizontal and vertical movement is derived using the key. The same process repeats for all three planes until we receive an encrypted image.

Key details for this step: In this step, we used a key of 14 bits for each plane i.e. 14 bits for Red, 14 bits for Blue and 14 bits for the green plane. These 14 bits can be read as a segment of 1:3:4:6. First bit signifies the staring movement. It could be the horizontal movement at the beginning or the vertical movement. Initial 0 can represent the horizontal movement and a 1 can represent the vertical movement.

Next 3 bits represent the pattern in which horizontal and vertical movement will be performed. 3 bits can result in 8 movement combinations ($2^3 = 8$). Each of these 8 combinations has a specific format of horizontal and vertical mix.

Next 4 bits represent the number of times this execution will be performed. These 4 bits result in 16 combinations ($2^4 = 16$). For example, 1001 will define that iterations will be performed 9 times.

Remaining 6 bit represent the target pixel location. For example, if we are at pixel location [1, 1] and we are performing a horizontal movement. Then the pixel value of location [1, 1] will move to location [1, x]. This x will be determined by the remaining 6 bits. So, if the last 6 bits are represented as 110001 then the value of x will be 49 i.e. [1, 49]. This same pattern is then used for the other two planes as well. So, in total, at this step we are using a total key size of 42 bits.

Step 2: In the second step, we performed the value transformation process. In this step, we continued to work on the output of previous step and continued with all three planes i.e. Red, Blue, and Green. For each plane, we took a number which was either added or subtracted or multiplied with the pixel value of said planes. This value transformation mechanism differs for each plane. For example, in the Red plane, we may add the value whereas in the Green plane we may subtract a fix value. This addition, subtraction or multiplication becomes the part of the key. This step is added in this encryption scheme carefully to further confuse the encrypted image.

Key details for this step: In this step, we used a key of 8 bits for each plane i.e. 8 bits for Red, 8 bits for Blue and 8 bits for the green plane. These 8 bits can be read as a segment of 2:6. The first two bits derive the mathematical function which will be performed on the pixels i.e. addition, subtraction, or multiplication. $2^2$ results into the following 4 combinations.

Table 1: Mathematical operation combinations for $2^2$

<table>
<thead>
<tr>
<th>Combination</th>
<th>Mathematical operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>Nothing (not applicable)</td>
</tr>
<tr>
<td>01</td>
<td>Addition</td>
</tr>
<tr>
<td>10</td>
<td>Subtraction</td>
</tr>
<tr>
<td>11</td>
<td>Multiplication</td>
</tr>
</tbody>
</table>

Next 6 bits represent the value which will be used in the mathematical operation. This same pattern is then used for the other two planes as well. So, in total, at this step we are using a total key size of 24 bits.

Following pseudocode represents the value transformation step for pixel location [1, 1].

% Extract color channels.
redChannel = plainRGCImage(:,:,1); % Red channel
greenChannel = plainRGCImage(:,:,2); % Green channel
blueChannel = plainRGCImage(:,:,3); % Blue channel

These individual planes (i.e. redChannel, greenChannel and blueChannel) are then processed pixel by pixel for the entire image and these pixels are permuted in the horizontal and the vertical direction based on the key. Key decides the horizontal and/or vertical movement of a pixel value. And, to enhance the security, we took the different keys for Red, Green and Blue planes so that it becomes hard to guess the key. Also, at this step, it is not a linear execution between horizontal and vertical movement. In the next section, we will discuss how the horizontal and vertical movement is derived using the key. The same process repeats for all three planes until we receive an encrypted image.

Key details for this step: In this step, we used a key of 14 bits for each plane i.e. 14 bits for Red, 14 bits for Blue and 14 bits for the green plane. These 14 bits can be read as a segment of 1:3:4:6. First bit signifies the staring movement. It could be the horizontal movement at the beginning or the vertical movement. Initial 0 can represent the horizontal movement and a 1 can represent the vertical movement.

Next 3 bits represent the pattern in which horizontal and vertical movement will be performed. 3 bits can result in 8 movement combinations ($2^3 = 8$). Each of these 8 combinations has a specific format of horizontal and vertical mix.

Next 4 bits represent the number of times this execution will be performed. These 4 bits result in 16 combinations ($2^4 = 16$). For example, 1001 will define that iterations will be performed 9 times.

Remaining 6 bit represent the target pixel location. For example, if we are at pixel location [1, 1] and we are performing a horizontal movement. Then the pixel value of location [1, 1] will move to location [1, x]. This x will be determined by the remaining 6 bits. So, if the last 6 bits are represented as 110001 then the value of x will be 49 i.e. [1, 49]. This same pattern is then used for the other two planes as well. So, in total, at this step we are using a total key size of 42 bits.

Step 2: In the second step, we performed the value transformation process. In this step, we continued to work on the output of previous step and continued with all three planes i.e. Red, Blue, and Green. For each plane, we took a number which was either added or subtracted or multiplied with the pixel value of said planes. This value transformation mechanism differs for each plane. For example, in the Red plane, we may add the value whereas in the Green plane we may subtract a fix value. This addition, subtraction or multiplication becomes the part of the key. This step is added in this encryption scheme carefully to further confuse the encrypted image.

Key details for this step: In this step, we used a key of 8 bits for each plane i.e. 8 bits for Red, 8 bits for Blue and 8 bits for the green plane. These 8 bits can be read as a segment of 2:6. The first two bits derive the mathematical function which will be performed on the pixels i.e. addition, subtraction, or multiplication. $2^2$ results into the following 4 combinations.

Table 1: Mathematical operation combinations for $2^2$

<table>
<thead>
<tr>
<th>Combination</th>
<th>Mathematical operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>Nothing (not applicable)</td>
</tr>
<tr>
<td>01</td>
<td>Addition</td>
</tr>
<tr>
<td>10</td>
<td>Subtraction</td>
</tr>
<tr>
<td>11</td>
<td>Multiplication</td>
</tr>
</tbody>
</table>

Next 6 bits represent the value which will be used in the mathematical operation. This same pattern is then used for the other two planes as well. So, in total, at this step we are using a total key size of 24 bits.

Following pseudocode represents the value transformation step for pixel location [1, 1].

% Extract color channels.
redChannel = plainRGCImage(:,:,1); % Red channel
greenChannel = plainRGCImage(:,:,2); % Green channel
blueChannel = plainRGCImage(:,:,3); % Blue channel

These individual planes (i.e. redChannel, greenChannel and blueChannel) are then processed pixel by pixel for the entire image and these pixels are permuted in the horizontal and the vertical direction based on the key. Key decides the horizontal and/or vertical movement of a pixel value. And, to enhance the security, we took the different keys for Red, Green and Blue planes so that it becomes hard to guess the key. Also, at this step, it is not a linear execution between horizontal and vertical movement. In the next section, we will discuss how the horizontal and vertical movement is derived using the key. The same process repeats for all three planes until we receive an encrypted image.

Key details for this step: In this step, we used a key of 14 bits for each plane i.e. 14 bits for Red, 14 bits for Blue and 14 bits for the green plane. These 14 bits can be read as a segment of 1:3:4:6. First bit signifies the staring movement. It could be the horizontal movement at the beginning or the vertical movement. Initial 0 can represent the horizontal movement and a 1 can represent the vertical movement.

Next 3 bits represent the pattern in which horizontal and vertical movement will be performed. 3 bits can result in 8 movement combinations ($2^3 = 8$). Each of these 8 combinations has a specific format of horizontal and vertical mix.
1. Start
2. Read pixel value for location [1, 1].
3. Read the combination from key. This will determine the mathematical function.
4. Read the operand from the next 6 bits.
5. Perform the calculation.
6. Save the new value.
7. End

Following equation is a symbolic representation of an 8-bit key with respect to the pixel location [x, y].

\[ \text{img}[x, y] = \text{img}[x, y] \times [0\ 1\ 100001] \]

Above equation 1 can be translated as the following (considering the value of img [x, y] is 190).

\[ \text{img}[x, y] = 190 + 33 \]
\[ \text{img}[x, y] = 223 \]

**Step 3:** And, in the third or last step, we again encrypted the image using RGB inter-pixel encryption algorithm (this is repetition of step 1). This whole algorithm makes a sandwich of 3 processes where the first and last process remains the same and the middle steps acts as a confusion which further makes it difficult to decrypt the image without knowing the value transformation step keys. This step also uses a key of 42 bits. For description related to key size, please refer to step 1. At last, we combine all three planes to get the complete cipher image. Following code in Matlab can be used to get the color image back from individual red, green and blue planes.

```matlab
% Recombine separate color channels into an RGB image.
rgbImage = cat(3, redChannel, greenChannel, blueChannel);
```

So, this image encryption uses a key of 108 bits. 42 bits are used in the first step, 24 in the second step and 42 in the last step.

The Decryption process is just the reverse of the encryption process, but this needs the key to get the plain image back. Any deviation in key or in the execution steps will not return the plain image in original format and will further encrypt the image which will make it impossible to get the plain image.

4. EXPERIMENTAL RESULTS

This section shows the experimental results which were obtained after implementing the proposed algorithm in the GNU Octave [23] software. For this experiment, we took 2 different images of different sizes. Our first image is of a flower and the size of this image is 500 x 750. The second image is a “leena” image which is widely used in the image encryption algorithms and the size of this image is 512 x 512.
Fig 4.1 (a) Plain Image of flower (size 500 x 750), (b) Red plane from plain image, (c) Blue plain from plain image and (d) Green plane from plain image.

Fig 4.2 (a) shows the encrypted flower image after execution of step 1, (b) shows the encrypted image after execution of step 2 and (c) shows the encrypted image after execution of step 3.
Figure 4.1 (a) shows the plain image of “leena” (size 512 x 512), (b) Red plane from plain image, (c) Blue plain from plain image and (d) Green plain from plain image.

Figure 4.4 (a) shows the encrypted “leena” image after execution of step 1, (b) shows the encrypted image after execution of step 2 and (c) shows the encrypted image after execution of step 3.

Figure 4.1 (a) shows the plain image of a flower which we took for encryption. Figure 4.1 (b) shows the Red plane of original color flower image, figure 4.1 (c) shows the blue plane of original color flower image and figure 4.1 (d) shows the green plane of original color flower image. We proposed this algorithm to function in 3 steps and figure 4.2 shows the results after each step. Figure 4.2 (a) shows the encrypted image of the flower that we got after execution of step 1, figure 4.2 (b) shows the encryption state after we performed value transformation step and figure 4.2 (c) shows the final encrypted image from this image encryption algorithm. Figure 4.3 and 4.4 shows the similar behavior of image encryption for a different image. In the next few sections, we will discuss the outcome of this image encryption algorithm with respect to different analysis techniques.

4.1 Encryption Validation (Pixel Loss Study): To validate the proposed algorithm, we did study the pixels of plain image and the pixels of output obtained by the decryption process. We did this comparison at the RGB level and we got the 100% values as is after the decryption process. This confirms that this proposed image encryption algorithm has no pixel loss [24] during execution. We then ran this algorithm on a couple of more images to verify the output and we had the same results. To further validate these results, we took images of different sizes and the results remain the same.
Fig 4.5 (a) shows the plain image that we took for the encryption, 4.5 (b) shows the encrypted image that we received as output of this image encryption algorithm and 4.5 (c) shows the decrypted image.

4.2 Key Sensitivity Analysis: An algorithm can be defined as a good image encryption algorithm if we do not get the plain image back out of the decryption process even if we make a slight change in the key. We also performed the key sensitivity analysis on this image encryption results. We changed the key value by one digit and in result we did not get the plain image back.

Fig 4.5 (b) shows the encrypted image and Fig 4.5 (c) shows the plain image that we received out of the decryption process. We used our original key (let us say Key1) to get the plain image in this decryption process. When we changed the key1 to Key2 then we got the following image out of the decryption process. And following results confirm the key sensitivity to get the plain image back from its original key.

Fig 4.6 (a) shows the decrypted image that was received when we used the original key for “leena” image and figure 4.6 (b) shows the related decrypted image when we changed the key1 to key2. Figure 4.6 (c) shows the decrypted image that was received when we used the original key for “flower” image and figure 4.6 (d) shows the related decrypted image when we changed the key1 to key2.

4.3 Histogram Analysis: In this section we will see the different histograms that we have created out of the outputs of this image encryption algorithm. Following histograms belongs to the “leena” image and its encrypted image.
Fig 4.7 (a) shows the histogram of plain “leena” image, figure 4.7 (b) shows the histogram of encrypted image that we received after step 1 execution and figure 4.7 (c) shows the histogram of after value transformation step.

Fig 4.8 (a) shows the histogram of plain “leena” image, figure 4.8 (b) shows the histogram of encrypted image that we received after step 1 execution and figure 4.8 (c) shows the histogram of after value transformation step.
From above images it is evident the histogram of plain image and the encrypted image (which we got after execution of step 1) appeared similar and had no difference. However, when we performed the visual transformation \[25\] step then the histogram changed and change in histogram is clearly visible in figure 4.7 (c) and figure 4.8 (c) for “leena” and “flower” image, respectively.

4.4 Time Complexity Analysis: We executed this algorithm on 12 images of different sizes and the average time taken by the encryption process alone varied between 80 to 115 seconds on a i5 Pentium Processor with 16 GB Ram on Windows 10 Home Edition.

4.5 Adjacent Pixel Correlation Analysis: We performed the adjacent pixel correlation analysis on the plain image and the final encrypted image and following are the results.

Fig 4.9 (a) shows the correlation between pixels of “leena” plain image and figure 4.9 (b) shows the correlation between pixels of “leena” encrypted image of step 1. Figure 4.9 (c) shows the correlation between pixels of “flower” plain image and figure 4.9 (d) shows the correlation between pixels of “flower” encrypted image of step 1.

Above images of correlation analysis show the correlation between pixels started to decrease from the step 1 of this image encryption technique. This is a good analysis technique to understand how pixels are correlated with each other and if pixel values do not show signs of correlation then that image encryption algorithm can be termed as a good image encryption algorithm.

5. CONCLUSION

In this paper, we suggested a new image encryption algorithm which is based on the inter-pixel movement of original values along with the value transformation based on a predefined key. Value transformation technique which is part
of image steganography helped to see the difference in histograms presented in this paper. A histogram which was taken after performing value transform clearly showed that the value of a pixel had changed from its original value. Also, this value is recoverable as this was derived using the key. Overall, this was a three-step process, and this worked well to encrypt the image. Key sensitivity analysis confirmed the change in key resulted in a very different image.

The main strength of this paper is the value transformation step because if we generally perform the inter-pixel permutation algorithm then that alone does not confuse the decryption process much. In this algorithm, at the decryption side, one really needs to guess when to stop the inter-pixel permutation to perform the value transformation step. Any wrong guess will ruin the complete efforts. This make it difficult to crack this algorithm even using the brute force attack [26].

FUTURE RESEARCH

In future, this paper can be used as a base paper to perform an extended research. This research can be combined with a plane of a stego image passed either from the sender or a fixed stego at the received side. Or this research analogy can be used as base to create a more comprehensive image encryption technique.
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