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ABSTRACT 
 

The large volume of complex and growing data generated from many distinct sources has led to the era of Big Data. In the case 

of Big Data, the commonly used software tools are not adequate to collect, manage and process the data within a tolerable 

elapsed time. Statistics as well as machine learning techniques are used for finding patterns and information from large data 

through data driven decision making. Big Data analytics gives competitive opportunities in designing business plans for 

Business Analytics. But the result of the analytics must be accurate and timely for successful decision making.  The objective of 

this paper is to create a prediction forecasting model without having over-fitting problem on quantitative and categorical type 

data using Deep Learning Neural Network (DNN) technique. This paper creates two DNN network architectures with five layers 

including one input and one output layers. The first DNN model has one input layer, three hidden layers and one output layer. In 

the analysis of results obtained with this model shows that this model has over-fitting problem. The second DNN model is 

creates with similar network architecture. But this model includes the strategies for reducing the over-fitting problem with L2 

regularization and Dropout methods. The data set collected from Kaggle repository are evaluated with the methodologies 

described in this work and we obtained more prediction accuracy with second DNN model.  
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1. INTRODUCTION 
  

The widespread use of digital technologies has led to the 

exponential growth of data from every imaginable source such 

as sensors, purchase transactions and social media networks. 

The large volume of complex and growing data generated from 

many distinct sources led to the era of Big Data. Companies 

depend on this massive data to take intelligence decisions as 

well as to gain a powerful competitive advantage. Modern 

society is also impacted by big data involving business, 

management, medical healthcare and government. Big data is 

extremely valuable to produce productivity in business and 

evolutionary breakthroughs in scientific disciplines, which 

give us a lot of opportunities to make great progress in many 

fields. In large volumes of data so much useful values are 

hidden and that can be generated only through the careful 

analysis. For this a new scientific paradigm has been born as 

Data Intensive Scientific Discovery (DISD) also known as Big 

Data Analytics. 

 

Big Data analytics technologies and techniques should 

analyze the huge volume of data and generating conclusion 

from them to enhance the business and customer relationship 

[18]. The technology based analytical process for analyzing 

huge amount of data and presenting the information to help the 

end users to increase the decision making capacity. The data 

used in intelligent analysis is historical data as well as newly 

generated data from distinct sources.  So the programs are the 

combination of following advanced analytic techniques: data 

mining, predictive analytics, statistical analysis, text mining, 

and Big Data Analytics.  

 

 This work discusses to create a deep learning algorithm 

for the predictive forecasting model.  Deep learning, a subset 

of machine learning, utilizes a hierarchical level of artificial 

neural networks to carry out the process of machine learning. 

The artificial neural networks are built like the human brain, 

with neuron nodes connected together like a web. While 

traditional programs build analysis with data in a linear way, 

the hierarchical function of deep learning systems enables 

machines to process data with a nonlinear approach. In the 

present scenario the volume and the features of data is 

increasing.  The selection of suitable features from the huge 

dimension of data set is a big problem and this is the main task 

in data preprocessing step in Neural Network (NN) model. 

Now the NN model is extended and the feature selection 

process is included as a part of the model itself [19].  
 

 

The new architecture of the NN model is known as Deep 

Learning Neural Network (DNN) and the learning process is 

used with this model is known as deep learning algorithms. In 

the network architecture of DNN includes more than one 

hidden layers with many neurons. So this type of NN 

architecture can handle more features of the huge amount of 

unstructured data.  The first objective of this work is to create 

DNN network architecture with five layers including input 

layer and output layer for building a prediction forecasting 

model with quantitative and qualitative type of structured data 

set.  The second objective of this work is to reduce over-fitting 

problem with two different strategies such as L2 regularization 

and Dropout. We optimize the activation functions with ReLu
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and Linear for the better accuracy of the model. Also optimize 

different Dropout rates and find that 30% Dropout rate gives 

better result than the first DNN architecture. 

 

The rest of this paper is arranged as follows: Section 2 

covers related study. Section 3 gives detailed explanations of 

the methodologies used. Section 4 describes experimental 

evaluation with the collected data set. Section 5 gives a 

detailed result analysis and then the conclusion. 
 

 

2. RELATED WORKS 
 
There have been several previous studies that use machine 

learning models to predict the forecasting. Schmidhuber [10] 

give a detailed overview on the subfield Deep Learning in 

Artificial Neural Network. The topology of simple NN and 

RNN are described. Different neural network models starts 

from 1960 to 2013, their working principles, learning 

algorithms of each network model etc are discuss in detail.   

Culkin et. al [2] describes in their work with brief overview  of 

the ideas in AI, deep learning, and then proceed to show how 

these models may be mapped to a canonical problem in 

finance, that of option pricing. Palm et. al [3] implement and 

evaluate state-of-the-art deep learning models and using these 

as building blocks for  investigate the hypothesis that 

predicting the time-to-time sensory input is a good learning 

objective. They also discuss the computational power of Deep 

learning over simple machine learning model. 
 

Sze V et al [13] present a brief chronology of the major 

steps in its history, and some current domains to which it is 

being applied. They also give a detailed study on the use of 

dropout in hidden layers. Zhang et al. [17] specifies Dropout 

optimization is very necessary for building the DNN model. 

Dropouts can dramatically improve the convergence and also 

reduce the testing error. The researchers recommended that the 

number of dropouts is around 20%-50% and used a 50% 

dropout as a baseline configuration of CCN's parameters.  

Dalto M, et al. [15], that the DNN model is more effective 

than NN model for classification problems as well as for 

regression problems. 

 

3. METHODOLOGIES 
 
Deep learning algorithms are machine learning methods 

based on distributed representations. Deep learning attempts to 

learn high-level features in data by using structures composed 

of multiple non-linear transformations. Deep Neural Network 

(DNN) model is the development of the NN where the number 

of layers in the hidden layer is more than one. DNN model has 

been widely used to solve problems related to speech 

recognition [14], pattern recognition, image recognition, and 

several other DNN applications that continue to be developed. 

Besides that, DNN is capable of learning high-level features 

with more complexity and abstract than shallow neural 

network [7].  

In general, the architecture of the DNN in this study, 

adopts the general architecture, where there is a feature 

extraction layer that uses interchangeably between the hidden 

layers, followed by a classification or regression layer such as 

Multi-Layer Perceptron is based on backpropagation [4].  

DNN model that examined in this research consists of two 

architectures. The proposed algorithm for implementing DNN 

architecture with handling over-fitting problem is described in 

Algorithm 1. 

 
 3.1 Preprocessing the Data Set 

 
Preprocessing of the collected data set is an important part 

of supervised data analytics. Preprocessing of collected data 

set is very much required as it is difficult to produce accurate 

results with the noisy data. Different methodologies are 

required for this preprocessing. 

 

 Handling Missing Values 

 

There are several handle missing methods can use to 

overcome the problem. In this work we use to replace missing 

values with most frequent data. This method is an efficient on 

both quantitative and qualitative type of data set.   

 

 Normalization 

 
In this study, the second step of pre-processing data is 

normalizing data. Normalization is the process of scaling data 

to have a norm unit. Each sample (i.e., each row of the data 

matrix) with at least one nonzero component is transformed 

independently from the other sample and causes the norm (l1 

or l2) is equal to one (the norm parameter l1 / l2 is used to 

normalize each nonzero sample). Then, we use a the min-max 

scalar with Equation 1, which scales the dataset so that all the 

input features lie between 0 and 1 inclusive. 

 

   y ‘ i = 
𝑌𝑚𝑎𝑥−𝑌𝑖

𝑌𝑚𝑎𝑥−𝑌𝑚𝑖𝑛
         (1) 

 

 Splitting the Data Set 

 

The third step of pre-processing data is splitting data. It 

has done with the aim of dividing the data into training and 

testing data with the proportion of 70%: 15%:15% as training 

data, validation data and test data. 

 
3.2 Prediction Model with DNN 

 

An artificial neural network is typically specified with An 

architecture: the width and depth of network, A learning 

algorithm: for updating the weight to model a task correctly 

and An activation unit: to transform a neuron’s weighted input 

to its output activation. The same architecture is used in all 

experiments as discussed below. All the activation functions 

and learning algorithms used in this work have been formally 

introduced below. 

 An Architecture 
 

In this work we create the architecture of DNN in 

Figure1, consists of five layers including the input layer, three 

hidden layers and one output layer with one neuron. Two 

hidden layers that consist of the dense layer with 32 neurons.  
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The input layer of the DNN architecture is suitable with n 

dimensions. In the first hidden layers, it is consist of 32 neuron 

setting from the combination of n features. Also, the second 

and the third hidden layer are the dropout. This dropout layer 

aims to avoid over-fitting or under-fitting during model 

training. Here the output layer only consists of one neuron. 

This is because the problem to be solved is a regression. 

 

 
 

Figure 1 Architecture of DNN with three hidden layers 

 

 A Learning Algorithm 
 

Stochastic Gradient Descent is probably the most used 

learning algorithm for machine learning and particularly for 

deep learning [10]. The standard gradient descent algorithms 

update the parameters approximated by evaluating the cost 

and gradient over the full training set. The GD updates and 

computes the gradient of parameters using single or few 

training examples. The parameter update is given by: 

                     

∆Wij (m)= μδk Sj  (2) 

 

Where δ is the learning rate parameter and S is the input 

from hidden unit to output unit. The benefit of updating the 

parameters based on few training examples is, it reduces the 

variance in the parameter update and leads to a stable 

convergence. The crucial parameter of GD is learning rate 

which must be adjusted with a lot of trial and error. In this 

study, we have used default learning rate which is 0.01. The 

gradient descent algorithm is a method to find the weights for 

a multilayer feed forward neural network. 

 

 Activation Function 

 

The activation function is a function that making the layer 

active and mapping neurons from the input layer to neurons in 

the output layer. Here we use the activation functions as: 

 

The Rectified Linear Unit (ReLu) activation function is 

defined by: 

  

  𝑓(𝑥) = max(0,𝑥)       (3)  

Where x is input to neurons. The output layer uses the linear 

activation function with equation. 

 

   Y=f(X)=X          (4) 

     

Here the output is same as the input and the function is 

defined in the range (- α, + α). 

 

3.3 Handling Over-fitting 

 

On the DNN model, the number of hidden layers is more 

than one and it certainly allows DNN to use a large number of 

parameters and tends to exhibit a highly complex cost 

function. Besides that, it certainly causes overfitting. If the 

prediction model has fit so extremely to the training data that 

it fails to generalize to other examples. The problem here was 

that training loss failed to give us an accurate picture of how 

well the model generalizes to unseen data. Due to the over-

fitting problem the model that performs best on the training 

set, rather than the validation set model 

doesn’t generalize well from our training data to unseen data. 

 

In this work are combining two strategies of reducing 

over-fitting problem such as L2 regularization and Dropout 

methods. Dropout is a technique that randomly excludes 

neurons during the training process.  The goal is to reduce the 

possibility of noisy neurons. L2 regularization is performed 

with the equation 5. 

L2=
∑ (𝐲𝐢−∑ 𝐱𝐢𝐣𝛃𝐣

𝐩
𝐣=𝟏 )𝐧

𝐢=𝟏

𝐋𝐨𝐬𝐬
 2+λ∑ 𝜷𝒋

𝒑
𝒋=𝟏

2      (5) 

 

3.4 Accuracy Evaluation 
 

Various accuracy evaluation methods are used for 

finding the accuracy of the proposed prediction model 

with training and testing data set. The difference 

between actual and predicted value is obtained with the 

equation 6. 

 
 𝑀𝑆𝐸 =1 /𝑛∑ (Y𝑖 – Y^i)2           (6) 

 

Goodness of fit of the mode with accuracy is obtained 

with the equation R2       

 

           R2 = 
∑ (𝑌𝑖−𝑌𝑖

−)
2
−∑ (𝑌𝑖−𝑌𝑖

^)
2𝑛

𝑖=1
𝑛
𝑖=1

∑ (𝑌𝑖−𝑌𝑖
−)

2𝑛
𝑖=1

         (7) 

 

 4.  EXPERIMENTAL EVALUATION 

 
For implementing the above proposed methodology for 

prediction model with the dataset available in Zillow’s Home 

Value Prediction Kaggle competition data [5].  

 

4.1 Preprocessing the data set 

 

The number of attributes and tuples were 11 and 17379 

respectively. In this study, three steps of data processing were 

carried out. We want to extract out the first 10 columns as 

features x1,….x10 and the label of what we want to predict  as 

Y. 
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 Handling missing values 

 fillna is a function in Python for handling missing 

value problem. In this work the missing values are replaced 

with most-frequent data. 

 

 Normalization 

Then, we use the min-max scalar with equation 1, which 

scales the dataset so that all the input features lie between 0 

and 1 inclusive. 

 

 Splitting ratio 

The experiment is conducted on dataset. The experiments 

depicts that the more the trained data, more accurate the 

prediction accuracy. So the Training:Testing:Validation split 

ratio 75:15:15 shows better accuracy values and so this split 

size is considered for the remaining experiments. 

 

4.2 Model Building 

 

This work deals with the creation of two architecture of 

DNN model for prediction. These architectures are 

implemented through Python with Keras sequential model. 

Compare the results obtained with two DNN architecture and 

find that the proposed DNN prediction model shows more 

accuracy. 

 

 First DNN Model 
 

The architecture of this DNN is similar to explained in 

methodology part with one input layer, three hidden layers and 

one output layer. The hidden layers use the activation 

functions with equations 3 and 4.  

 

 Second DNN model 

The proposed second architecture is similar to the first 

model. But the strategies for reducing the over-fitting problem 
explained in the methodology part are also incorporated with 

the hidden layers. Different probability of excluding the 

neurons in the   hidden layers such as 20%, 30% and 400% are 

evaluated. From these evaluations we got 30% dropout gives 

more accuracy.   

 

5.    RESULT ANALYSIS 

 
In this study, several processes of DNN is carried out. The 

first step is the process of optimizing the DNN architecture 

model respectively. After the model of the DNN is optimized, 

the second step is comparing the two DNN and NN model 

based on the loss value of models to predict the actual value. 

 
5.1 Optimization of DNN model 

  
Different parameters explained in the methodology part 

are   optimized with two DNN architectures.  Some 

optimization processes for the DNN model are explained as 

follows. 

 

 Visualize loss and accuracy 

 
 Figure 2 shows the graphical representation of loss and 

accuracy of the first DNN architecture prediction model. 

Training loss, validation loss and test loss are shows in Figure 

2(a) and 2(b). Model accuracy on training, validation and test 

data set shows in Figure 2(c) and 2(d).  These graphs show the 

clear sign of over-fitting. The training loss is decreasing, but 

the validation loss is way above the training loss and 

increasing.  Also there is huge difference between training and 

test loss. We can see a clearer divergence between train and 

validation accuracy. The divergence of accuracy with training 

and testing is very high and it is seen in the Figure 2(d). So we 

can conclude that there is an over-fitting problem. 

 
5.2  Optimization of DNN Model without Over- 

   fitting problem 

 

L2 regularization and 30% Dropout of neurons in the 

hidden layers are performed with second DNN architecture. 

The optimization process for this DNN model is explained as 

follows 

 

 Visualize loss and accuracy without over-fitting 
Figure 3 shows the graphical representation of loss and 

accuracy of the second DNN architecture. Training loss and 

validation loss are shows in Figure 3(a). Model accuracy on 

training and validation set shows in Figure 3(b). 

 

From Figure 3(a) it is clear that the validation loss much 

more closely matches the training loss with 100 epochs. We 

can see accuracy between train and validation set data with the 

graph in Figure 3(b). Compare the two models; DNN Model 2 

is reducing over-fitting substantially. 
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(a) 
Figure 2(a) Plot for model loss with Training and Validation  

  set data 
 

 

 
   (c) 

 

 
    

(b) 
Figure 2(b)  Plot for model loss with Training and Test data 

 

 

 
   (d) 
 

Figure 2(d) Plot for model accuracy with Training and Test data 

Figure 2 (c) Plot for model accuracy with Training and Validation 

 set data 
 

 
    (a)  
    

Figure 3. (a) Plot for model loss 

 

 

 

 

 
 

 

 

 
   (b) 

 

Figure 3. (b) Plot for model accuracy 
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5.3  Performance Comparison with 2 DNN Models 

 with NN Model 

In the performance comparison part of the work is 

obtained with the comparison of prediction accuracy with the 

two DNN models and the simple NN model. In the NN model, 

we use SGD (0.01) as optimizer, one intermediary layer with 

32 and ReLu activation function and one output neuron with 

linear activation function. This model is Multilayer Perceptron 

Neural Network with gradient Descent learning (MPNN-GD) 

[7]. 

 

Table 1 shows the statistical accuracy measures R2 values 

calculated with equation 7. The graphical representation of the 

accuracy measures are show in the Figure 4.   
Table 1. Statistical Accuracy measures 

 

Modal Name 
Train 

Accuracy 

Validation 

Accuracy 

Test 

Accuracy 

MPNN-GD 88.1 70.62 92.01 

Model 1 with  

DNN 

90.87 70.62 62.2 

Model 2 with 

L2 and 

Dropout 

89.95 90.41 90.01 

 
 

Figure 4. Comparison of Accuracy Measures 

 

Based on the analysis of the accuracy value in table 1, it 

can see that the second DNN architecture gives better 

accuracy value compared with the first DNN architecture and 

the NN model. It means that the more dropout layers on the 

DNN architecture, the better the performance of DNN model.  

We guess that it caused by the ability of parameter dropout to 

reduce the possibility of noisy neurons, help prevent over-

fitting and increase the performance of DNN model. The 

second DNN model without over-fitting problem have the 

accuracy measures with training, testing and validation set is 

very closer compared to other two.  

 

6.  CONCLUSION 

 
For quantitative data analysis on structured data set is 

normally performed with statistical linear regression 

techniques. But in the case of Big Data the huge size of 

quantitative and qualitative type of structured data set will not 

give better accuracy of prediction results with this technique. 

So in this work create a DNN machine learning network 

architecture for creating a prediction forecasting model with 

such type of data set. The first architecture of DNN model has 

over-fitting problems. The second architecture of the DNN 

model that used with a 30% dropout rate in each of second and 

third hidden layers and also perform L2 regularization for 

reducing over-fitting problem. Compare these two results with 

simple Neural Network model. The optimized DNN 

architecture with dropout and regularization produces a 

smaller loss value compared with NN. 
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